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1. INTRODUCTION
This document is the Test Report for the San Diego Super Computing (SDSC) facility located at San Diego State University (SDSU). 

.
1.1. Document Purpose

This report documents the findings of the EN Node in testing the data transfer capability between the EN Node and SDSC in Sept. / Oct. 2007. 
1.2. Document Scope

The scope of this document is limited to reporting on the test execution, test results, and where applicable, relevant information on anomalies / problems detected during testing, using the set of preliminary test cases defined in the Test Plan [1].

1.3. Governing Documents

 [1]    PDS San Diego Super Computing (SDSC) Data Transfer Test Plan

         (JPL-D xxxx), September 2007.
2. OVERALL SUMMARY OF THE TEST CASE REPORTS
Testing encompassed a preliminary set of test cases [1].  The test cases were created to validate specific instances of being able to transfer data between the EN Node and the SDSC facility located at SDSU.
Appendix A thru E are included for the purpose of completeness and should be referenced for additional testing information.

2.1. Installation and Server Configuration 

Prior to conducting the actual tests outlined in the Test Plan, the test bed was configured.  
Configuration of the Test bed encountered the following anomalies / issues.  
Anomaly #1

During testing, it was noted that the respective versions of the iRods Client and the iRods Server initially proved to be incompatible (i.e., one or both applications reported various types of errors):

· ERROR: readMsgHeader:header read- read 0 bytes, expect 4, status = -4000

· ERROR: readAndProcApiReply: readMsgHeader error. status = -4000 status = 

· -4000 SYS_HEADER_READ_LEN_ERR

· ERROR: rcReconnect: Reconnecting to 198.202.115.38 port 53065

· ERROR: rcReconnect: connect to host srbbrick4.sdsc.edu on port 1247 failed, 

· status = -1 status = -1 Unknown iRODS error, Operation not permitted

· ERROR: readAndProcApiReply: reconnect failed. status = -1

· ERROR: putUtil: put error for /tempZone/home/jpluser/test/irods, status = 

· -1 status = -1 Unknown iRODS error, Operation not permitted

· ERROR: writeMsgHeader: wrote 0 bytes for myLen , expect 4, status = -5009

The above anomaly precluded the successful completion of the test.  On further testing, a compatible ‘tar’ file was used and the test bed was successfully configured .

Lessons Learned

· Ensure iRODS.tar file is compatible with the iCAT server at SDSC.
· Currently it is hard to find out the client and server version. Suggested client/server version to be shown when running iinit command.
· Around Nov. 2007, they will release iRODS V1.0.

2.2. Phase 1 Tests - Demonstrate Transfer Data to SDSC
Phase 1 Testing followed the procedures outlined in the Test Plan [1].  The objective of the tests was to transfer ~1 TB of data from a PDS Repository to SAM-QFS SDSC Repository.  The transfer was made via the iRODSs Client application (as supplied by SDSC).  

Figure 2.2-1 depicts the system configuration used in Phase 1 testing.
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Figure 2.2-1.  Phase 1 Testing Configuration
The Phase 1 test bed configuration is summarized below:
· Server configuration:

Memory: 2073072k

CPU: dual 2200.204 MHz processor.

O/S: Red Hat Enterprise Linux ES release 4 (Nahant)

Hard drive: 73 GB Ultra-160 Scsi drive

Ethernet card 0: negotiated 100baseTx-FD

· Network Bandwidth: 100 MBits/sec

  1000 MBits/sec

· iRods Client Version:  v09 (20071019)

· TSRAID1 Repository Directories

[image: image3]
The results of testing using Network Bandwidth of 100MBits/sec are summarized in the following table:

	Number of Transfers Performed
	Data  Size

(Mbytes)
	Transfer data to SDSC (lput)

(seconds)
	Threads
	Transfer Speed

(MBits/sec)
	Transfer Speed

(Mbytes/sec)

	1
	1907.323 
	197.148
	4
	77.396
	9.675

	1
	1907.323 
	172.560
	4
	88.424
	11.053

	1
	1907.323 
	174.923
	4
	87.232
	10.904

	10
	1907.323 
	~244.48
	4
	~62.4
	~7.8 (average)

	1
	1907.323
	204.097
	16
	74.76
	9.345

	1
	1907.323
	170.853
	16
	89.312
	11.164

	1
	1907.323
	170.798
	16
	89.336
	11.167


The results of testing using Network Bandwidth of 1000MBits/sec are summarized in the following table:

	Number of Transfers Performed
	Data  Size

(Mbytes)
	Transfer data to SDSC (lput)

(seconds)
	Threads
	Transfer Speed

(MBits/sec)
	Transfer Speed

(Mbytes/sec)

	10
	1907.323 
	~138.18
	4
	~110.4 (average)
	~13.8 (average)


2.2.1. Phase 1 Testing Anomalies

Anomaly #1

Data was transferred using two different methods: 

(1) Via a script that automatically attempted to transfer a 2GByte file to SDSC fifty times.

(2) Via a command line interface that manually transferred a 2GByte file to SDSC.

When using the script to automatically transfer data to SDSC, the transfer would randomly fail (i.e., the Iput command detected a checksum failure discrepancy between the files located at the local node and at SDSC).  
When using the command line interface, the transfer completed successfully.

Note:  Only files that match the checksum are written into permanent storage at the SDSC facility (i.e., files are first written to “temporary storage”, then a checksum integrity check is performed against each file, and then written to permanent storage if the files pass the checksum integrity check ). 

Anomaly #2
During testing, it was noted that there were incompatibilities between the file systems on the local node and at SDSC. 

· [irodpds@starweb bin]$ iput -rkv -R rojo-ux /tsraid1/clem1-1-rss-1-bsr-v1.0_s/cl_2001/odr/40991748.odr
ERROR: putUtil: put error for /tempZone/home/jpluser/40991748.odr, status = -1 status = -1 Unknown iRODS error, Operation not permitted

The resolution was to ensure that the server configuration between the two facilities are the same.  More testing is in progress to more fully understand the incompatibilities.   The above anomaly caused testing to fail.  Once the anomaly was resolved, testing continued successfully.
2.3. Phase 2 Tests - Demonstrate Data “cloned” at SDSC

Phase 2 Testing followed the procedures outlined in the Test Plan [1] .  The objective of the tests was to verify that the data previously transferred to the SAM-QFS SDSC, and the repository was accurately “cloned” (i.e., the directory structure of the data reflects the identical structure of the data residing at the EN repository).
The Phase 2 test bed configuration is summarized below:

· Server configuration:

Memory: 2073072k

CPU: dual 2200.204 MHz processor.

O/S: Red Hat Enterprise Linux ES release 4 (Nahant)

Hard drive: 73 GB Ultra-160 Scsi drive

Ethernet card 0: negotiated 100baseTx-FD

· iRods Client Version:  v09 (20071019)

· Network Bandwidth: 100 MBits/s

2.3.1. Phase 2 Testing Anomalies

Anomaly #1
During testing, it was noted that when attempting to write files to the “ux-brick4” resource, the files would be written to the wrong resource (e.g., “rojo-ux”).
The resolution was to only write files to the “rojo-ux” resource (until such time as SDSC can resolve this error).

Anomaly #2
During testing, it was noted that there was a discrepancy between the timestamps of the files at the local node and at the SDSC facility (i.e., the SDSC timestamp differed from the timestamp of the original file).

The above anomaly did not adversely affect testing.  But, the anomaly should be resolved.  More testing is in progress to more fully understand the incompatibilities.   
2.4. Phase 3 Tests - Demonstrate Data Retrievable from SDSC

Phase 3 Testing followed the procedures outlined in the Test Plan [1].  The objective of the tests was to verify that the data previously transferred to the SDSC Repository could be retrieved from the SAM-QFS SDSC Repository without loss of bits.
Figure 2.4-1 depicts the system configuration used in Phase 3 testing.
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Figure 2.4-1.  Phase 3 Testing Configuration
The Phase 3 test bed configuration is summarized below:

· Server configuration:

Memory: 2073072k

CPU: dual 2200.204 MHz processor.

O/S: Red Hat Enterprise Linux ES release 4 (Nahant)

Hard drive: 73 GB Ultra-160 Scsi drive

Ethernet card 0: negotiated 100baseTx-FD

· iRods Client Version:  v09 (20071019)

· Network Bandwidth: 100 MBits/s
The results of testing using Network Bandwidth of 100MBits/sec are summarized in the following table:

	Number of Transfers Performed
	Data  Size

(Mbytes)
	Transfer data to SDSC (lget)

(seconds)
	Threads
	Transfer Speed

(Mbytes/sec)

	10
	1907.323 
	~560.88
	4
	~3.4 (average)


Note:  Further testing was not done as the Iput command was randomly generating checksum errors.  Once the Iput anomaly is resolved, further testing may resume.
2.4.1. Phase 3 Testing Anomalies

Anomaly #1
During testing, it was noted that the randomly generated checksum errors generated during Phase 1 testing, proved to nullify the satisfactory completion of these tests.  

The resolution is that once the Iput anomaly is resolved, further testing will resume.  SDSC is expected to release a newer version of s/w in Nov07.
2.5. Phase 4 Tests - Demonstrate capabilities at DNs 

TBD

Appendix A – Installation Procedure
The following paragraphs summarize the installation procedure used to install the iRods client.

· Download iRODS from

· http://irods.sdsc.edu/index.php/Downloads 
Note: Ensure the client version is compatible to the server version

· Configure iRODS

· Untar iRODS tarball

· cd RODS; ./configure; gmake clean; gmake; ./install.pl

· Un-comment $LOCALHOST=“yes” under install.config
· Setup iRODS client

· Create locate user account and environment
alias icl 'cd /apps/RODS/clients/icommands/bin'

alias isr 'cd /apps/RODS/server/bin'

setenv PATH /apps/RODS/clients/icommands/bin:$PATH

· Create file .irods/.irodsEnv under user’s home directory

irodsHost 'srbbrick15.sdsc.edu'

irodsPort 7247

irodsDefResource=demoResc

irodsHome=/tempZone/home/jpluser

irodsCwd=/tempZone/home/jpluser

irodsUserName 'jpluser'

irodsZone 'tempZone

Appendix B – iRods Command Reference

· [irodpds@starweb bin]$ iinit -v 

Enter your current iRODS password:
Overwrite '/home/irodpds/.irods/.irodsA'?:
·  Commands used during testing:

· iinit*         - initialize data stream

· iput*         - transfer data from local host to SDSC

· iget*         - transfer data from SDSC to local host

· irsync*     - ascertain if data “synchronized” between local host & SDSC
·  Commands not used during testing (but useful as reference):

· ichksum*  
· imv*     
· iqstat*    
· ichmod*   
· ils*           
· iphymv*  
· iquest*    
· irule*

· icp*      
· ilsresc*       
· ireg*      
· isysmeta*

· iexecmd*  
· imeta*         
· ipwd*    
· irepl*     
· itrim*

· iadmin*            
· iexit*    
· imiscsvrinfo*  
· iqdel*   
· irm*       
· iuserinfo*

· icd*               
· imkdir*        
· iqmod*   
· irmtrash*

Appendix C – iRods – lput Command Options
· -f force - write data-object even it exists already; overwrite it 

· -k checksum - calculate a checksum on the data

·  -K verify checksum - calculate and verify the checksum on the data 

· -N numThreads - the number of threads to use for the transfer. A value of 0 means no threading. By default (-N option not used) the server decides the number of threads to use. -R resource - specifies the resource to store to. This can also be specified in your environment or via a rule set up by the administrator. 

· -r recursive - store the whole subdirectory 

· -v verbose 

· -V Very verbose 

· -X restartFile - specifies that the restart option is on and the restartFile input specifies a local file that contains the restart info. 

Appendix D – iRods – lget Command Options

· -f force - write local files even it they exist already (overwrite them) 

· -K verify the checksum 

· -n replNumber - retrieve the copy with the specified replica number 

· -N numThreads - the number of thread to use for the transfer. A value of 0 means no threading. By default (-N option not used) the server decides the number of threads to use.

·  -r recursive - retrieve subcollections

·  -v verbose 

· -V Very verbose

·  -X restartFile - specifies that the restart option is on and the restartFile input specifies a local file that contains the restart info. 

Appendix E – iRods – lrsync Command Options

Example usage of the lrsynch command:

· [irodpds@starweb bin]$ irsync -rv -R ux-brick4 /tsraid1/clem1-1-rss-1-bsr-v1.0_s i:/tempZone/home/jpluser/clem1-1-rss-1-bsr-v1.0_s

C- /tempZone/home/jpluser/clem1-1-rss-1-bsr-v1.0_s:

C- /tempZone/home/jpluser/clem1-1-rss-1-bsr-v1.0_s/cl_2001:

   aareadme.txt                    0.000 MB | 0.032 sec | 0 thr |  0.000 MB/s

C- /tempZone/home/jpluser/clem1-1-rss-1-bsr-v1.0_s/cl_2001/calib:

   calinfo.txt                     0.000 MB | 0.014 sec | 0 thr |  0.000 MB/s

   notes099.txt                    0.000 MB | 0.038 sec | 0 thr |  0.000 MB/s

   qhga_c_2.lbl                    0.000 MB | 0.010 sec | 0 thr |  0.000 MB/s

   qhga_c_2.tab                    0.000 MB | 0.278 sec | 0 thr |  0.000 MB/s

   qhga_c_q.lbl                    0.000 MB | 0.018 sec | 0 thr |  0.000 MB/s

   qhga_c_q.tab                    0.000 MB | 0.462 sec | 0 thr |  0.000 MB/s

   qhga_l_q.lbl                    0.000 MB | 0.018 sec | 0 thr |  0.000 MB/s

   qhga_l_q.tab                    0.000 MB | 0.502 sec | 0 thr |  0.000 MB/s

   xpndr233.lbl                    0.000 MB | 0.016 sec | 0 thr |  0.000 MB/s

   xpndr233.tab                    0.000 MB | 0.042 sec | 0 thr |  0.000 MB/s

mr9_vo1_vo2-m-iss_vis-5-cloud-v1.0_s                      


mssso-j-caspir-3-rdr-sl9-stds-v1.0                        


mssso-j-caspir-3-rdr-sl9-v1.0                             


mssso-j-caspir-3-rdr-sl9-v1.0_s                           


near-a-grs-3-edr-erosorbit-v1.0                           


near-a-mag-2-edr-cruise1-v1.0                             


near-a-mag-2-edr-cruise2-v1.0                             


near-a-mag-2-edr-cruise3-v1.0                             


near-a-mag-2-edr-cruise4-v1.0                             


near-a-mag-2-edr-earth-v1.0                               


near-a-mag-2-edr-erosflyby-v1.0                           


near-a-mag-2-edr-erosorbit-v1.0                           


near-a-mag-2-edr-erossurface-v1.0                         


near-a-mag-3-rdr-cruise2-v1.0                             


near-a-mag-3-rdr-cruise3-v1.0                             


near-a-mag-3-rdr-cruise4-v1.0                             


near-a-mag-3-rdr-earth-v1.0                               


near-a-mag-3-rdr-erosflyby-v1.0                           


near-a-mag-3-rdr-erosorbit-v1.0                                                                    


vg1-s-rss-1-rocc-v1.0_s                                   


vg1-ssa-rss-1-rocc-v1.0_s                                 


vg2-s-rss-1-rocc-v1.0_s                                   





mer1-m-pancam-3-radcal-rdr-v1.0_s                         


mgn-v-rdrs-5-cdr-alt_rad-v1.0_s                           


mgn-v-rdrs-5-dim-v1.0_s                                   


mgn-v-rdrs-5-gvdr-v1.0_s                                  


mgn-v-rdrs-5-midr-n-polar-stereogr-v1.0                   


mgn-v-rdrs-5-midr-s-polar-stereogr-v1.0                   


mgn-v-rss-5-losapdr-l2-v1.0_s                             


mgn-v-rss-5-losapdr-l2-v1.13_s                            


mgs-m-accel-0-accel_data-v1.0_s                           


mgs-m-accel-2-edr-v1.1_s                                  


mgs-m-accel-5-profile-v1.2                                


mgs-m-moc-na_wa-2-dsdp-l0-v1.0_s                          


mgs-m-moc-na_wa-2-sdp-l0-v1.0_s                           


mgs-m-mola-1-aedr-10-v1.0_s                               


mgs-m-mola-3-pedr-ascii-v1.0                              


mgs-m-mola-3-pedr-l1a-v1.0_s                              


mgs-m-rss-1-cru-v1.0_s                                    


mgs-m-rss-1-ext-v1.0_s                                    


mgs-m-rss-1-map-v1.0_s                                    


mgs-m-rss-1-moi-v1.0_s                                    


mgs-m-rss-5-sdp-v1.0_s                                    


mgs-m-tes-3-tsdr-v1.0_s                                   


mgs-m-tes-3-tsdr-v2.0_s                                   


mpfl-m-imp-2-edr-v1.0_s                                   


mr9-m-iris-3-rdr-v1.0_s                                   





group_hal_0024_m                                          


group_hal_0025_m                                          


group_hal_0026_m                                          


group_hal_00xx_m                                          


group_lp_00xx_m                                           


group_mg_0xxx_m                                           


group_mg_2401_m                                           


group_mg_5201_m                                           


group_mgs_0001_m                                          


group_mgs_100x_m                                          


group_mgsa_0002_m                                         


group_mgsl_000x_m                                         


group_mgsl_20xx_m                                         


group_sl9_0001_m                                          


group_sl9_0004_m                                          


hst-j-wfpc2-3-sl9-impact-v1.0_s                           


hst-s-wfpc2-3-rpx-v1.0_s                                  


ihw-c-lspn-2-didr-crommelin-v1.0                          


ihw-c-lspn-2-didr-halley-v1.0                                                                              


irtf-j_c-nsfcam-3-rdr-sl9-v1.0_s                          


iue-j-lwp-3-edr-v1.0                                                                                    


lp-l-rss-5-gravity-v1.0_s                                 


lp-l-rss-5-los-v1.0_s                                     


mer1-m-pancam-2-edr-sci-v1.0_s                            
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