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1.0 INTRODUCTION

This document is the Test Plan for transferring PDS data to the San Diego Super Computing (SDSC) facility located at San Diego State University (SDSU). 

1.1  Background

San Diego Super Computing Center (Reagan Moore, manager) is very interested in working with PDS.  SDSC specializes in storage services and software for managing data collections on-line, near-line, etc.; they have 18 full-time staff.  Their flagship product is the Storage Resource Broker (SRB) which manages about 2 PB of data.  Transfers are set up under a rule-based system which can schedule activity when networks are quiet, can do checksums, etc.  SDSC is more a duplicate file system than an archive; SDSC could serve as the "second" PDS copy for either the system as a whole or for selected DNs (i.e., SDSC could act as a mirror site for DNs).  
1.2  Overview / Identification

At the 20070813 MC,  EN was directed by the MC to demonstrate / prototype the following capabilities between PDS and SDSC:

· PDS can transfer a small amount of data (1 TB) to SDSC

· SDSC can receive data from PDS

· PDS can retrieve previously deposited data from SDSC

· Benchmark performance and reliability

1.3  Document Purpose

The purpose of this document is to document the testing approach used to verify:

1. PDS can transfer data to SDSC

2. SDSC can receive data from PDS (without loss of bits)

3. PDS can retrieve previously deposited data from SDSC (via query mechanism)

4. Performance and reliability criteria are within expectations

1.4 Document Scope 

This document is intended to cover all aspects of testing the above capabilities within the scope of a prototyping effort.

1.5  Applicable Documents 

[1]    Service Level Agreement (SLA) between JPL and SDSC, 2007.

2.0 Test Management

2.1 Test Approach / Phases 

There will be three phases of testing: 

1. Phase 1:  Demonstrate that PDS/EN can transfer 1 TB of data to SDSC

2. Phase 2:  Demonstrate that SDSC has received the data

3. Phase 3:  Demonstrate that PDS/EN can retrieve the data back 

4. Phase 4:  Demonstrate capabilities at DNs 

Performance and reliability criteria will be monitored and recorded for each of the above steps.

3.0 Phase 1 testing – transfer data to sdsc

This section describes the test bed and server configurations for  the Phase 1 tests.  The objective of the tests is to transfer ~1 TB of data from a PDS Repository to SAM-QFS SDSC Repository.  The transfer is made via the iRODSs Client application (as supplied by SDSC).  

3.1 Test Bed / Server Configuration

Figure 3-1 depicts the system configuration used in Phase 1 testing.
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Figure 3-1.  Phase 1 Testing Configuration

3.2 PDS Data Repository

This section lists the data to be transferred from the PDS repository to the SAM-QFS SDSC Repository.  The data currently resides on ‘TSRAID1’ at the EN.  There are 96 directories of data that will be transferred to SDSC (see Table 3-2).

[image: image3.jpg]« Machine: Starbase {pdsarch1, pdsarch2}
Directory: /tsraid1/<96 directories listed below>
Size: ~1.0036E12 Bytes
Directories to ignore: {done, images, lost+found}

clerm-A-1ss-1-bsi-v1.0_s
clerm-A-155-6-bsrv 0
clemi-Le_y-a b_u_t
clern-FhB-r )
clern-Hu5-dim-hasemap-1 05
clerml-HU-dmAwisv1.0_s
esoiirspec:-1drsl5-v1 0
n-u-spectrophotometer-4-v2.0_s

go-3_c-ssi2-redrvi 0_s
00-3_e-ssi-Zrediv s
rervi.0s

0TS 2-edr-v2.0
G0_e-55i-2-1edv1 05
go-vss- Hdfvl 03
e, dem ox.m
group_omgsm_100x_m
group_dmgsm 200 m
aroup_go_00oCm
aroup_go_100Xm
group_go_1101_m
group_go_110:23_m
aroup_go_110xm
aroup_ap_0001_m

group_hal 0024 m
aroup_hal 0025 m

aroup_hal 0026 m
group_hal 000 m
group_lp_000_m
aroup_mg_0io,_m
group_mg_2401_m
group_mg_6201_m
group_mgs_ouoi_m
aroup_mgs_100m
aroup_mosa_Do02_m
group_mos| 000X m
aroup_mgs|_2be_m
aroup_slg_0001_m
group_sla_0004 m

RSt ufpe2-3-5G-mpactv1.0_s
hsts Witz 3-mevl 0_s
ihwec-Ispr 2-cidr-cromimelin-v1 0
iiwec-Ispn2-didr-halley-v1 .0
iHtE]_-nsfeam-30r-519:v1 0_s
e-Fwp-3-edevl. 0

Ip-hrss-5 gravity-v1 0_s
Ip-hrss-5-los-1.0_s
mert-r-pancarm:2-edrsci-vl.0_s

mert-r-pancam -radcakrdr-v1 0_s
mgn-erdre-5-cdr-alt_rad-i 0_s
mon-erdrs5-dimi 0_s
mon-erdre-5-gvdv 0_s

manerss-6-iosapdr-2-1 0_s
manerss-5-losapdr-2-v1 13_s
mys-m-accel-0-accel_data~vi 0_s
mgs-m-accel-2-edrvi 1_s
mgs-m-accel-5-profle-v1 2

mgs-m-mot-na_wa-2-stp-0-1 05

Mgs--mOc-ia_wa-2-50p-0.v1.0_5
mgs-m-mola-1-zedr-10-v1.0_s
mgs-m-mola-3-ped-ascii-v1 0
mgs-m-mola-3-pedr-l1a-v1.0_s
mgs-m-rss-1-cru-vl 0.s
mgs-m-rss-1-e-vl 0_s
g-m-1ss-1-mapv1 0
mgs-m-1ss-1-mol-v1 05
mgs--1ss 5500Vt 05
mgs-m-tes-3-sdri 0
mgs-m-tes-3-sdrv2 05
mpflm-imp-2-edr 0_s
UGN 3 191,05

IG_va1_yo2-mrss_vis 5-cloudv1.0_s
msss0-f-caspir-3-dr-slg-stis-v1 0
mssso-faspir-31dr-slg-1 0
mssso-f-caspir-3arslg-vi 0_s

polar-stereogr-v1 0 near-a-grs-3-edr-ersoritvi 0
polar-siereogryl 0 near-amag:

edr-crise-1.0
edr-crise2-1.0
edr-crise3-1.0
edr-cruised-v1 0
edr-eartv1 0
edr-erasfyby-v1 0
edr-erosorbitv1.0
edr-erssurface-v1.0
r-cruse2-v1 .0
rdcruise3v1.0
rdrcruised-vi 0
rd-earthvt.0
rdr-erosiyby-v1.0
rdr-ersomitv .0
rocc1.0_s
vgl-ssartss-1-0ccl 0_s
VaZ-s-rss-1-toscvl 0.5

13 Sepember 2007




Table 3-2.  PDS Data Repository

The above directory structure will be “cloned” into an identical structure at the SDSC Repository.  The data contained in each of the above directories will be “copied” into the SDSC Repository.

Performance and reliability of the data transfer process will be monitored for indications of “counter productivity”.

3.3 Test Procedures

Phase 1 testing will consist of a number of individual tests; each designed to verify functionality within the data transfer process:

Pre-test conditions:

1. Verify iRODS client installed at JPL.
2. Verify iRODS metadata catalog (iCAT) running on Postgresql at SDSC.

Test 1:  (1) Using the iRODS application, transfer a single file (from one of the directories listed in Table 3-2). 

             (2) Verify that iRODS thinks the data transfer process completed successfully.

             (3)  Document the transfer time (Kbytes / second).

Test 2:  (1) Using the iRODS application, transfer all of the data contained in one of the directories listed in Table 3-2.

             (2) Verify that iRODS thinks the data transfer process completed successfully.

             (3) Verify that the file in Test 1 was replaced (by verifying that the file has a timestamp commensurate with when the file was transferred).

             (4)  Document the transfer time (Kbytes / second).

Test 3:  (1) Using the iRODS application, transfer all of the data contained in all of the directories listed in Table 3-2.  (~ 1 TB)

             (2) Verify that iRODS thinks the data transfer process completed successfully.

             (3) Verify that the directory in Test 2 was replaced (by verifying that the files have a timestamps commensurate with when the files were transferred).
             (4)  Document the transfer time (Kbytes / second).

Test 4:  (1) Repeat Test 3: using the iRODS application, transfer all of the data contained in all of the directories listed in Table 3-2.  (~ 1 TB)

             (2) Verify that iRODS thinks the data transfer process completed successfully.

             (3) Verify that all of the directories in Test 3 were replaced.

             (4) Document the transfer time (Kbytes / second).

Note:  This test is verify the transfer times between the two tests lie within 1 sigma of the standard deviation of the two measurements.
4.0 phase 2 testing – verify data “cloned” at sdsc

This section describes the test procedures used for the Phase 2 tests.  The objective of the tests is to verify that the data previously transferred to the SAM-QFS SDSC, and the repository was accurately “cloned” (i.e., the directory structure of the data reflects the identical structure of the data residing at the EN repository).

4.1 Test Configuration

TBD
4.2 Test Procedures

Phase 2 testing will consist of a number of individual tests; each designed to verify that the previously transferred data has been successfully “cloned” at SDSC.

Pre-test conditions:

1. Verify iRODS client installed at JPL.
2. Verify iRODS metadata catalog (iCAT) running on Postgresql at SDSC.

Test 1:  (1) Using the iRODS application, verify the existence of a single file (from one of the directories listed in Table 3-2). 

             (2)  Verify that the number of bytes of both the PDS file and the SDSC file are equal.

             (3) Verify that the MD5 checksums of both files are identical.

             (4) Verify the location of both files, within the directory structure, is identical 
Test 2:  (1) Using the iRODS application, verify the existence of a single directory (from one of the directories listed in Table 3-2). 

             (2)  Verify that the contents of both directories, the PDS directory and the SDSC directory, are identical (e.g., files and subdirectories within both repositories match).

             (3) Verify the number of bytes of each directory, contained in both directory structures, match.

             (4) Verify that the checksums of both directories are identical.

             (5) Verify the location of both directories, within both directory structures, match.

Test 3:  (1) Using the iRODS application, verify the existence of all directories (from the directories listed in Table 3-2). 

             (2)  Verify that the contents of both directories, the PDS directory and the SDSC directory, are identical (e.g., files and subdirectories within both repositories match).

             (3) Verify the number of bytes of each directory, contained in both directory structures, match.

             (4) Verify that the checksums of both directories are identical.

             (5) Verify the location of both directories, within both directory structures, match.

5.0 phase 3 testing – verify data is retrievable from sdsc

This section describes the test bed configuration and the procedures used for the Phase 3 tests.  The objective of the tests is to verify that the data previously transferred to the SDSC Repository can be retrieved from the SAM-QFS SDSC Repository without loss of bits.

5.1 Test Bed / Server Configuration

Figure 5-1 depicts the system configuration used in Phase 3 testing.
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Figure 5-1.  Phase 3 Testing Configuration

5.2 Test Configuration

TBD – waiting for A.Leung
5.3 Test Procedures

TBD
6.0 phase 4 testing – Demonstrate capabilities at discipline nodes

This section describes engaging Discipline Nodes (DNs) in testing the SDSC data transfer process..  The objective of the tests is to verify that the DNs can achieve similar results to those obtained during the EN tests (i.e., the DNs can transfer data from their local repository to the SAM-QFS SDSC Repository using the iRODSs Client application (as supplied by SDSC), can verify that the data was “cloned” at SDSC, and can retrieve the data back from the SAM-QFS SDSC Repository without loss of bits.

As in the EN tests, the DN will be asked to benchmark performance and reliability.

6.1 Test Bed / Server Configuration

The test bed / server configuration may vary by DN but is expected to be similar to that used at the EN.

6.2 Test Configuration

The EN will supply an instruction sheet detailing the test configuration used by EN in conducting the tests outlined in Sections 3 thru 5. 
6.3 Test Procedures

The test procedures outlined in Sections 3 thru 5 should work herein.  The DN should identify data resident on their local repository. 
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