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Section 1.  Introduction

1.1
Purpose

This PDS [Node name] IT Security Contingency Plan addresses the protection of all PDS [Node name] assets located at [location] facility before, during, and after an emergency.  It provides the procedures for:

· Preparedness, to ensure that all PDS [Node name] IT systems maintain an ongoing state of readiness, prior to any potential emergency.

· Operations during an emergency.

· Status reporting and communications, to provide management and participants a view of the operational state of all PDS [Node name] hardware systems that reside at [location] prior to and during an emergency.

· Restoration of the PDS [Node name] IT assets after an interruption.

1.2
Scope 

This Plan covers all business functions performed by the PDS [Node name] at the [node name] facility.  The plan establishes the procedures and identifies the personnel necessary to respond to an emergency or disaster that could prevent the PDS [Node name] facilities from providing the expected level of service.

This Plan is applicable to the following PDS [Node name] facilities:

[Location name and Address]
This Plan covers only the Information Technology aspects of the PDS [Node name] at [location].  All other aspects of contingency planning are covered by emergency plans of [Location name]
1.3
Use of the Plan

This Plan takes effect only after staff and facility safety risks are resolved.

This Plan covers the following activities: 

· Precautionary procedures to mitigate the effects of an emergency. 

· Emergency procedures, notification and status reporting.   

· Restoration procedures. 

The Plan covers the total or partial loss or non-availability of system hardware, software and/or data following natural disasters such as earthquake, the disruption of necessary utility services such as electric power, water, telephone, sewer, heating, and cooling, or a disruption to normal operations caused by fire, sabotage, unauthorized access to system resources, theft of system hardware, software or data, and computer viruses.

This Plan is not intended to address minor events that are routinely handled by on-duty personnel.

1.4
Restoration

This Plan is specifically designed to guide personnel through a recovery effort to retain expected level of functionality in the PDS [Node name] .The procedures contained herein have been designed to provide clear, concise and essential directions to recover from varying degrees of interruptions and disasters.   The objectives of these procedures include:

· To reestablish the essential services provided by the PDS [Node name] 
· To suspend all non-essential activities until normal PDS [Node name] functions have been restored.

· To mitigate the impact to PDS [Node name] through the rapid implementation of effective recovery strategies as defined herein.

1.5
Plan Availability

This Plan will be available to all essential personnel both in hard copy and through an internal web site.  This Plan contains sensitive information and will be protected from accidental or unintended release to unauthorized individuals.  Online copies will be password protected.

Hard copies will be restricted to the following individuals:

· PDS [Node name] Management

· PDS [Node name] Security Points of Contact

· PDS [Node name] System Administrators

1.6
Plan Update

The PDS [Node name] Lead System Administrator is responsible for this Contingency Plan.

This Plan will be periodically updated, as changes in network or system configuration warrant.  The Emergency Contact Lists will be updated every six months.  This Plan will be in force for one year after the date of issue.  The Plan will be reviewed and revised as required at that time.  

1.7
Referenced Documents

Controlling Documents

[Include contract or any controlling documents]
Applicable Documents

[Include related security plan and emergency plan documents]
Section 2.  Assumptions

This Contingency Plan was developed under certain assumptions to address a broad spectrum of disaster scenarios.  A disaster is defined as an unplanned disruption of normal business functions where the expected time for returning to normalcy would seriously impact the ability to maintain customer commitments.  This Plan recognizes that with certain physical disasters, the systems might not be safely accessible and the IT response to a disaster will be implemented as soon as safety concerns have been met.  The Plan is also based on the following assumptions:

· All PDS [Node name] applicable policies and procedures will be followed to recover from all loss of service incidents. 

· All vital records required for recovery can either be retrieved or recreated within 24 hours.

IT-specific impacts that may result from a representative set of emergency scenarios were analyzed.  That analysis indicated that the following categories should be addressed: 

· H/W loss or damage 

· S/W or data corruption/deletion 

· Local and external IT infrastructure disruption

· Personnel physical access disruption

· Confidentiality breach

This Plan can be activated, fully or in part, by the following means:

· In conjunction with the activation of the PDS [Node name] Emergency Response Plan, due to an emergency situation, including a natural or human-caused disaster;

· In response to an IT-specific emergency. These include IT security emergencies.

In either case, the trigger for partial or full activation of this Plan is an incident that would interrupt, or could potentially interrupt, critical operational functions of the PDS [Node name].

2.1
Functional Elements / Critical Dependencies

 The PDS [Node name] consist of several functional elements. These elements include:

[Describe elements to PDS Node including power and network dependencies]
2.2
Alternate Processing Facility

[Describe any alternate processing facilities]
Section 3.  Precautionary Procedures

Emergency preparedness consists of precautionary activities to be performed as part of normal operations in order to mitigate the impact of emergencies on the PDS [Node name].  The functions to be performed are: 

·       Backups -  [Describe any backups performed on the system]
· Archive – [Describe any archive of data performed on the system.] 

· Monitor system – [Describe how the system is monitored.]  

IT Security Plan – [Describe security plan and where it is located]
3.1
Hardware Loss or Damage

[Describe how system is protected from Hardware loss or damage, i.e. environmental controls.]
3.2
Software and/or Hardware Data Corruption or Deletion

The project will protect itself against software and/or data corruption or deletion by adhering to the following precautionary measures:

·  The project will backup software according to the schedule referenced in Section 3.4 of this document.
· The project will document system configuration settings required to reload the system, including version information, patch levels, partition sizes and directory structures.  

3.3
Breach of Confidentiality

Any breach of confidentiality must be reported to the [describe who responds to confidentiality breaches at the facility]
The project shall adopt precautionary measures to handle any breach of confidentiality.  These include plans to revise user names and/or change user passwords.  These plans must cover the impact of any investigation that could result in downtime of the penetrated system while evidence is being gathered, as well as the loss of the use of the equipment, if authorities choose to confiscate it as evidence.

3.4 Backup Schedule

[Describe backup schedule, for example:
	Node
	Data
	Type and frequency
	Retention

	
	
	
	

	
	
	
	

	
	
	
	


All other data can be restored from outside data sources.  

Section 4.  Restoration Procedures

4.1
Evaluation of Disaster

This Plan does not address the actions to be taken during an earthquake or fire emergency.  Those steps are covered in the PDS [Node name] emergency plans, and will be followed by all employees.  This Plan addresses the steps the project will take to assess the damage to the PDS [Node name] IT systems, and to evaluate the actions required to recover from the emergency once the staff gains access to the facility.  Throughout any emergency, personnel should use their good judgment to assess seriousness of the situation as well as any imminent danger, in order to protect their personal health and safety.

In all emergency situations, the first step to recovery is to notify management, assess the damage and provide a realistic estimate of the resources required to recover full functionality.

4.2
Restoration Strategy

[Describe restoration strategy, for example “To facilitate a recovery regardless of the type or duration of disaster, PDS [Node name] has implemented multiple strategies.  Each type is designed to provide an effective recovery solution that is dictated by the severity of the emergency condition.

For the purposes of this Plan, the PDS [Node name] can handle an operations outage of [x] days or less without generating significant impact to the PDS [Node name] task

· Short-term Outage

An outage is identified as short term if the assessment of the damage to the PDS [Node name] system indicates that the system can be brought back on-line within the same facility in a reasonable period of time, using existing hardware.

· Long-term Outage

An outage is identified as long-term if the assessment of the damage to the PDS [Node name] system indicates that the system cannot be brought back on-line within the same facility, or using the existing hardware.  Any incident that renders the existing facility unusable will require a move of both hardware and personnel to an alternative facility.  Any incident that renders a significant portion of the existing hardware unusable will require the identification of funds, and the procurement of additional hardware and its associated software.

The PDS [Node name] Plan for restoring the system includes the following steps:

· Restore the PDS [Node name] data to the system.

· Update data as appropriate.

· The machine is turned over to the users of the system for them to run regression tests in operating environment to verify no errors have been introduced.

· Verify status of all externally provided software

The following activities will be used to successfully restore the PDS [Node name] system following an emergency outage of the system:

	Steps
	Instruction

	1.  Notify the PDS [Node name] Management Team.
	

	2.  Notify  [Node name]  IT Security if the emergency is caused by an unauthorized access of the PDS [Node name]  systems.
	

	3.  Contact the staff required to recover the system.
	

	4.  Evaluate the need for archived data to recover the system functionality.
	

	5.  Retrieve the required data.
	

	6.  Initiate the recovery of the PDS [Node name] systems.
	


“]

Section 5.  Emergency Contact Lists

5.1
Staff Emergency Contact List

	Name 
	Title/Function
	Work 
	Home/Cell
	e-mail

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


5.2 IT Security Emergency Contact List


[Include all IT security emergency information]
5.4
Vendor Emergency Contact List

      [Include all Vendor emergency contacts; this includes software vendors and hardware vendors]
Section 6.  Inventory

6.1
Equipment Configuration for Restoration

[Describe configuration information required for restoration and where it is stored]
Section 7.  Test Procedures

7.1
Training

Staff training, emergency drills and regular reviews form part of the preparedness for PDS [Node name]. Training requirements can be found at:    


[training location]
7.2
Testing

Several levels of drills will be performed to test this Contingency Plan.

Level 1 Test -- Verification of all emergency phone numbers, to include: managers, staff, vendors, etc.

Level 2 Test -- Determine readiness of backup archive storage facility.

Level 3 Test -- SA staff periodically test recovery from backup.
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