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1. Introduction

1.1 Overview

The Planetary Data System (PDS) is an archive of data products from NASA planetary missions, which is sponsored by NASA's Science Mission Directorate. The project actively manages the archive to maximize its usefulness, and it has become a basic resource for scientists around the world.
PDS is a federation of ten teams geographically distributed around the U.S. Six are science discipline nodes, focusing on Atmospheres, Geosciences, Imaging, Planetary Plasma Interactions, Rings and Small Bodies. There are two support nodes: the Engineering Node and the Navigation and Ancillary Information Facility Node. Additionally, PDS includes two special functions supported by a Radio Science specialist and a User-Centered Design team. Several of the nodes have "sub-nodes" to help with a specific aspect of the node's discipline. Several of the nodes oversee one or more data nodes, established for a short period of time to deliver a specific data collection to the PDS.
The following diagram shows the organization relationships among the Nodes, Subnodes, and Data Nodes, and the institutions at which they are located.
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Each node is independent and so maintains separate security policies and procedures relating to their environment.  

1.2 Document Scope

This document is the Information Technology Security Plan for the PDS node [insert node name]. The remaining PDS nodes are covered by separate plans.  The relationship between these plans is described in [Central PDS Plan]. Each of these individual security plans identifies system risks, technical controls, contingency plans, and primary contact information for the local node computing equipment.  A separate Interconnection Security Agreement covers security concerns over the interfaces that tie these systems. 

2.   Referenced Documents

2.1 Controlling Documents

[1] [Any related grant/contract requirements]
[2] [Institutional or NASA Procedures and Guidelines 2810.1A, 5/2006]
2.2 Applicable Documents

[1] [If applicable, NIST Special Publication 800-53, Revision 3, 05/2010]
[2] [Central Plan name]
[3] [Any relating Interconnection Security Agreement’s]
3.  System Identification
3.1 Responsibilities
[Describe who is responsible for the PDS Node including who is responsible for authorizing the security plan]
3.2 Title

The commonly used name for the equipment covered under this plan is [Name of the Node and/or Computing environment]
3.3 Operational Status 
[Describe the operational status of the equipment.  For example, is it operational, in development, or a mix of both. Describe the time periods when the equipment is operational, for example if it is available 24/7.]
3. 4 General Description
[Provide an overview of the system including what it is used for, what type of users will access the system, what software is utilized or developed on the system, and how it is connected to the network.  Diagrams, both for data flow and network, can be included here.]
3.5 Information Contacts
	Name
	Title
	Phone
	Email

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


4.  Information Identification
4.1 Information Processed

The PDS [Node name] system will [Describe what the information is on the system and how the PDS node will process it]   
4.2 (Federal Information Processing Standard (FIPS) 199 Category 

FIPS Publication 199 defines three levels of potential impact on an organization or individuals should there be a breach of security.  Following these standards, the PDS [Node name] system is classified as a Low impact system.
4.3 Applicable Laws, Policies, and Guidance

The PDS [node name] computing systems follow the [institutional and/or NASA] guidelines described in [institutional requirements and/or (NASA Procedural Requirements (NPR) 2810.1] 

4.4 Loss of System and Data Impact
[Describe the impact if the Node experiences a loss of software, hardware, or network connectivity.]

4.5 System Value 
[Describe the cost of replacing the system] 
5.  Information Sharing
[If applicable, describe how the information held on the system is shared with external entities.]
6.  Risk Assessment and Analysis
6. 1 Summary of Risk Assessment Findings

The results of the current risk assessment for the PDS [Node name], indicate that the

level residual risk to this system is acceptable. The security planning process ensures that security controls are selected and addressed appropriate to the value of the information on the system, and that residual risk is further mitigated by contingency planning. Any remaining known vulnerabilities have been noted, and the plan of actions and milestones (POA&M) toward correction have been identified
6. 2 Results of Risk Analysis

Threat sources and potential impacts to the PDS [node name] system are both IT-specific and physical.   

Known vulnerabilities are addressed by implementing the protective measures documented in Appendix A and are continually addressed through quarterly and self-initiated vulnerability scans along with a review of protective measures.
Because previously unidentified vulnerabilities continue to be announced, this system's potential risk is addressed by reducing exposure. The System Administrator accomplishes this annually, at minimum, by reviewing the network services offered by each IP address and disabling any unnecessary network services. The remaining IT-specific and physical risk to this system is further mitigated by the contingency planning that is documented in Appendix C.
The conclusion of this system-specific risk analysis is that the level of residual risk for the PDS [node name] is acceptable.

7. Technical Controls

Appendix A contains the technical controls that respond to the requirements and the risk assessment. These include the technical controls that enforce the rules or policies of the system.
8. Public Access Controls

[Describe how the system is protected from public access]
9. Rules of the System
All users of the PDS [node name] computing equipment must take required security training.  Training is available at [node security training program].

9.1 Obtaining a User Account
[Describe how accounts are requested, approved, and how the passwords are disseminated.]
9.2 Remote Access
[If applicable, describe how remote access is granted.]
9.3 User Authentication, Privileges, and Limitations
[Describe rules relating to user authentication and privileges.  For example, “When authenticating a user, the systems will not display the passwords in clear text.  All system passwords are encrypted when stored and are restricted from the user’s view.   Users are not permitted to include passwords in scripts or programs.

The System Administrator sets the privileges and limitations for the user accounts within this system.
In the event of a security or system failure, a user’s privileges may be revoked while the user is active on the system.  In this case, the System Administrator will attempt to contact the user before any changes are made so that the user can gracefully log off.   A contact list with at least two methods of communication has been established for this purpose and is posted at …..”]
9.4 Process for Restoring Service
Procedures for restoring service after system crashes or unplanned outages are outlined in the [Contingency plan name].
9.5 Process for Escorting Personnel 
[If applicable, describe process for escorting personnel to access equipment physically.]
9.6 Consequences
[Describe the consequences of users not abiding by the security rules of the system per their training.]
10.  Personnel Screening

Users are granted privileges as necessary for the performance of their job within this system. The number of privileged users who can bypass security and process controls is  [x].
11. Training

11.1 Rules of the System
[Describe how users are trained on the rules of the system.]
11.2 Responsibilities
[Describe who is responsible for completing training.]
11.3 Detection and Response
[Describe how users are trained on detection and response of security incidents.]
11.4 Getting Help
[Describe how users are trained to request help.]
11.5 Center Policies, Procedures, and Guidelines

[Describe any related training required by the Node facility]
12. Contingency Planning
Plans and procedures for continuing PDS [Node name] operations after a natural or human-caused disaster can be found in the [Contingency Plan name]. Appendix C of this document contains the [Contingency Plan name].
13. Incident Response
[Describe who should be notified in the case of a security incident.]
14. System Interconnection

[Describe how this system connects to others both at the facility and within PDS. Include any related diagrams.]
15. Review of Security Controls
[Describe how the IT system is audited and what is done with the results of the audit.  For example “IT Systems are subject to independent audit to verify that the planned controls have been implemented and are effective. Within the PDS [Node name] system, verification is composed of three parts: 
· Quarterly network scans for vulnerabilities conducted by [who will perform the scan]
· on-site examination of configuration settings and other system information by an auditor/System Administrator; and 
· on-site inspection of remaining controls, such as physical security, password dissemination procedures, etc., by a field auditor.

Any problems found during an audit, that cannot be immediately corrected become audit findings. All findings are reviewed by [Security group name]. Valid findings will result in problem tickets being created; tickets must be closed (fixed, waived, or have a lien) within the prescribed time specified on the ticket. Corrective actions taken in response to a ticket are verified by [Security group name] before the associated ticket is closed.  Vulnerabilities discovered by network scans are first reviewed by [Security group name] for validity. “]
16. Authorization to Process

By signing the approval page of this document, the PDS [Node name] Managers and Systems Engineer state that this plan adequately secures the system, its data, and its operation.

Appendix A
Technical Controls – 

	Unique ID
	Requirement Text

	1
	If there has been no keyboard activity for a fixed period of time, not to exceed 15 minutes, computer systems shall automatically suspend console access, when this capability is provided by the operating system.

Note: Real-time operations consoles that must remain continuously running are exempt from this requirement; on public access systems, this requirement applies to keyboard activity related to non-public access.

	2
	Directories accessed through anonymous FTP shall be configured such that those permitting write access do not allow read or list access.

	3
	Remote access shall be restricted to authorized users.

	4
	Any traveler returning from foreign travel with a organization provided laptop or other electronic device shall complete an antivirus scan on the device before the device is connected to the organization network.

	5
	The System Administrator shall review all information system accounts at least once every six months and delete unnecessary accounts.

	6
	Individual user accounts shall be disabled or deleted if the password for the account has not been changed within 90 days after password expiration.

	7
	On Unix-based computers, only one account shall have a user id (uid) of 0.

	8
	Personally-owned computers and mobile electronic devices shall not access the internal network, except as permitted by the Remote Access Service.

	9
	Access to data stored on each IT asset shall be limited to authorized users.

	10
	Restricted access information stored on non-mobile electronic devices shall be encrypted if not protected from physical and electronic access.

	11
	Privacy information shall be encrypted when electronically transmitted or stored on IT assets or removable media.

	12
	The System Administrator shall review all access controls at least once every six months and modify them as necessary.

	13
	Access to accounts with root-level privileges on Unix-based computers shall only be obtained after logging into a valid non-privileged user account followed by escalating privileges to a root-level account.

	14
	Any IT asset providing IP services (e.g., sftp or ssh) shall employ IP filtering, when this capability is available.

	15
	System administration/support personnel shall not function as independent auditors for their own IT System.

	16
	Users (or processes acting on behalf of users) shall be assigned the fewest privileges consistent with their assigned duties and functions.

	17
	After 10 consecutive unsuccessful login attempts, computers shall provide some form of evasive action (e.g., suspending login attempts by the user ID for a minimum of 15 minutes or dropping the connection), when this capability can be achieved through the operating system or remote access software.

	18
	Each person shall take role-appropriate security awareness training before being provided system access, and annually thereafter.

	19
	System log files shall be retained for at least 90 days.

	20
	Security-related events, when recorded, shall be recorded in the system log files.

	21
	All IT assets with a routable IP address shall be configured to log system messages directly to a syslog server that does not share authentication with the IT assets.

	22
	Successful and failed logins/logoffs shall be recorded in the system log files.

	23
	All shutdowns and restart events shall be recorded in the system log files, when this capability is automatically provided by the operating system.

	24
	An audit record of a password change containing user ID, date, and time shall be logged when supported by the operating system.

	25
	The System Administrator shall review system log files weekly for suspected inappropriate or unusual activity.

	26
	When supported by the operating system, each computer shall be configured to have its system clock synchronized with a reliable time service at least once each 24 hours.

	27
	All security controls for each IT System shall be assessed annually.

	28
	All security controls for each IT System shall be certified before the initial accreditation and before every subsequent re-accreditation.

	29
	Each IT System shall be accredited by an Authorizing Official within three months of security plan creation, and at least every three years thereafter, or upon major change.

	30
	For a computer configured with multiple operating systems, or emulating additional operating systems, each operating system on the computer shall comply with IT security requirements based on the highest information category of data accessible to any one operating system.

	31
	A virtual machine with a routable IP address shall only use a static IP address.

	32
	IT assets shall be configured to provide only essential capabilities and prevent the use of prohibited functions, ports, protocols, and/or services.

	33
	Incoming property shall be assigned (including virtual machines with routable IP addresses) to security plans, and implement required security controls within 30 days of receipt of the new equipment notification.

	34
	Backups and original distribution media, when necessary to protect against loss or corruption, shall be maintained to ensure that operating system, configuration settings, software, and data can be restored to a usable state after a disruption or failure.

	35
	When an IT System has time-critical restoration needs, recovery procedures shall be tested to verify compliance with the recovery time objectives and recovery point objectives.

	36
	Each IT System's Contingency Plan shall be tested at least annually.

	37
	Multiple generations of backups shall be retained as appropriate with the results of the system-specific risk analysis and contingency plan.

	38
	Passwords shall be constructed in accordance with the standard criteria that follow, when supported by the operating system:

Contain:
- At least 8 characters
- Characters from at least three of these four character sets:
1) Lower-case letters
2) Upper-case letters
3) Numbers
4) At least one Special Character such as: % - _ + . ! $(Important Caution: Avoid use of the following characters, which may conflict with Oracle applications and other tools: [ , } : # @ / \ * )

Do Not Contain:
- A dictionary word, either by itself or with other characters appended or prefixed to it.
For example, do not use:
- A Username
- A vendor name
- Name or nickname for a product
- Contractor name
- Division name
- Section name
- Group name
- Organization name, Project/task/program name
- Sports or other well-known team or group name
- Your first or last name
- Personal information, such as family names, pet names, etc.
- A series of repetitive or keyboard patterns, e.g., 12345678, qwertyu

	39
	Account access shall be controlled by a User ID authenticated by a password or by two-factor authentication.

	40
	Group accounts with shared passwords shall not be used.

Note: This requirement does not apply to group accounts essential for real-time mission operations, where the risk of using shared passwords is mitigated through controlled physical access, and a daily record is retained for one year of the time periods that individual users had access to the group accounts.

	41
	Applications that limit access to authorized users shall be controlled by a User ID authenticated by a password or by two-factor authentication.

	42
	User account passwords for system access shall have an established lifetime not to exceed 90 days.

	43
	A user account for system access shall have used a minimum of 24 passwords before a password can be reused.

	44
	Passwords shall not be reused before 180 days have elapsed.

	45
	Passwords shall be encrypted when stored unless encryption of embedded passwords renders them unusable, in which case, access shall be restricted to authorized personnel only.

	46
	Passwords shall be delivered in a secure manner.

	47
	Passwords shall only be provided to authorized and verified recipients.

	48
	User account passwords, when assigned, shall be changed during first sign-on.

	49
	All vendor-supplied accounts on each IT asset and application shall be disabled or shall have their default passwords changed within 24 hours of power-on and before connecting to the network.

	50
	Passwords used to authenticate to multiple JPL-supported services shall be encrypted during transmission. All other passwords shall be encrypted during transmission, when this capability is available.

	51
	Passwords used to authenticate to an IT asset or application from outside the organization's network shall be encrypted during transmission.

	52
	Private cryptographic keys shall be encrypted when stored unless encryption renders them unusable, in which case, access shall be restricted to authorized personnel only.

	53
	Passwords, when entered, shall not be displayed in clear text on the monitor.

	54
	Computers and applications shall not be administered through a network connection unless a user authentication and session encryption scheme is employed.

	55
	Data on storage media shall be rendered unrecoverable prior to the media being excessed, replenished, or sent for repair/replacement.

	56
	All user data shall be securely deleted before an IT asset is reallocated to another user not needing access to the data.

	57
	All user data shall be deleted before an IT asset is reallocated to another user not needing access to the data.

	58
	Media storage facilities shall be environmentally controlled.

	59
	During non-working hours, unattended portable IT assets shall be secured in a locked office or cabinet, or by a tie-down device.

	60
	Restricted Access Information shall be protected against being displayed to unauthorized persons.

	61
	Users shall comply with security investigations, including audits of their computers.

	62
	Users shall not hinder network security scanning.

	63
	Users shall cooperate with system administrators to eliminate vulnerabilities in a timely manner.

	64
	Users shall not establish or make use of peer-to-peer networking in any manner that compromises IT security or results in the unauthorized distribution, display, performance, or reproduction of copyrighted work.

	65
	Each IT System shall identify and enforce rules governing the installation of software by users.

	66
	When a local firewall is provided by the operating system, it shall be configured to deny access to all but essential incoming connections.

	67
	Output containing restricted access information shall only be distributed to authorized personnel.

	68
	Security-related software updates shall be applied to each IT asset monthly.

Note: Computers must be rebooted when needed to complete patch installation.

	69
	Security-related software updates shall be applied to each application within 90 days of release.

	70
	Antivirus software shall be installed.

	71
	Installed antivirus software shall be kept current with the latest versions, settings, and definition files.

	72
	Antivirus software shall be used to conduct full-disk scans on workstations at least every two weeks.


Appendix B – System Inventory and Diagrams

1. Inventory

1.1 Hardware

[Include hardware list]
1.2 Software

[Include software list]
Appendix C

Contingency Plans
PDS
[Node Name]

Information Technology Contigency Plan for the PDS [Node name] System
Sensitive Document

[Date]
Section 1.  Introduction

1.1
Purpose

This PDS [Node name] IT Security Contingency Plan addresses the protection of all PDS [Node name] assets located at [location] facility before, during, and after an emergency.  It provides the procedures for:

· Preparedness, to ensure that all PDS [Node name] IT systems maintain an ongoing state of readiness, prior to any potential emergency.

· Operations during an emergency.

· Status reporting and communications, to provide management and participants a view of the operational state of all PDS [Node name] hardware systems that reside at [location] prior to and during an emergency.

· Restoration of the PDS [Node name] IT assets after an interruption.

1.2
Scope 

This Plan covers all business functions performed by the PDS [Node name] at the [node name] facility.  The plan establishes the procedures and identifies the personnel necessary to respond to an emergency or disaster that could prevent the PDS [Node name] facilities from providing the expected level of service.

This Plan is applicable to the following PDS [Node name] facilities:

[Location name and Address]
This Plan covers only the Information Technology aspects of the PDS [Node name] at [location].  All other aspects of contingency planning are covered by emergency plans of [Location name]
1.3
Use of the Plan

This Plan takes effect only after staff and facility safety risks are resolved.

This Plan covers the following activities: 

· Precautionary procedures to mitigate the effects of an emergency. 

· Emergency procedures, notification and status reporting.   

· Restoration procedures. 

The Plan covers the total or partial loss or non-availability of system hardware, software and/or data following natural disasters such as earthquake, the disruption of necessary utility services such as electric power, water, telephone, sewer, heating, and cooling, or a disruption to normal operations caused by fire, sabotage, unauthorized access to system resources, theft of system hardware, software or data, and computer viruses.

This Plan is not intended to address minor events that are routinely handled by on-duty personnel.

1.4
Restoration

This Plan is specifically designed to guide personnel through a recovery effort to retain expected level of functionality in the PDS [Node name] .The procedures contained herein have been designed to provide clear, concise and essential directions to recover from varying degrees of interruptions and disasters.   The objectives of these procedures include:

· To reestablish the essential services provided by the PDS [Node name] 
· To suspend all non-essential activities until normal PDS [Node name] functions have been restored.

· To mitigate the impact to PDS [Node name] through the rapid implementation of effective recovery strategies as defined herein.

1.5
Plan Availability

This Plan will be available to all essential personnel both in hard copy and through an internal web site.  This Plan contains sensitive information and will be protected from accidental or unintended release to unauthorized individuals.  Online copies will be password protected.

Hard copies will be restricted to the following individuals:

· PDS [Node name] Management

· PDS [Node name] Security Points of Contact

· PDS [Node name] System Administrators

1.6
Plan Update

The PDS [Node name] Lead System Administrator is responsible for this Contingency Plan.

This Plan will be periodically updated, as changes in network or system configuration warrant.  The Emergency Contact Lists will be updated every six months.  This Plan will be in force for one year after the date of issue.  The Plan will be reviewed and revised as required at that time.  

1.7
Referenced Documents

Controlling Documents

[Include contract or any controlling documents]
Applicable Documents

[Include related security plan and emergency plan documents]
Section 2.  Assumptions

This Contingency Plan was developed under certain assumptions to address a broad spectrum of disaster scenarios.  A disaster is defined as an unplanned disruption of normal business functions where the expected time for returning to normalcy would seriously impact the ability to maintain customer commitments.  This Plan recognizes that with certain physical disasters, the systems might not be safely accessible and the IT response to a disaster will be implemented as soon as safety concerns have been met.  The Plan is also based on the following assumptions:

· All PDS [Node name] applicable policies and procedures will be followed to recover from all loss of service incidents. 

· All vital records required for recovery can either be retrieved or recreated within 24 hours.

IT-specific impacts that may result from a representative set of emergency scenarios were analyzed.  That analysis indicated that the following categories should be addressed: 

· H/W loss or damage 

· S/W or data corruption/deletion 

· Local and external IT infrastructure disruption

· Personnel physical access disruption

· Confidentiality breach

This Plan can be activated, fully or in part, by the following means:

· In conjunction with the activation of the PDS [Node name] Emergency Response Plan, due to an emergency situation, including a natural or human-caused disaster;

· In response to an IT-specific emergency. These include IT security emergencies.

In either case, the trigger for partial or full activation of this Plan is an incident that would interrupt, or could potentially interrupt, critical operational functions of the PDS [Node name].

2.1
Functional Elements / Critical Dependencies

 The PDS [Node name] consist of several functional elements. These elements include:

[Describe elements to PDS Node including power and network dependencies]
2.2
Alternate Processing Facility

[Describe any alternate processing facilities]
Section 3.  Precautionary Procedures

Emergency preparedness consists of precautionary activities to be performed as part of normal operations in order to mitigate the impact of emergencies on the PDS [Node name].  The functions to be performed are: 

·       Backups -  [Describe any backups performed on the system]
· Archive – [Describe any archive of data performed on the system.] 

· Monitor system – [Describe how the system is monitored.]  

IT Security Plan – [Describe security plan and where it is located]
3.1
Hardware Loss or Damage

[Describe how system is protected from Hardware loss or damage, i.e. environmental controls.]
3.2
Software and/or Hardware Data Corruption or Deletion

The project will protect itself against software and/or data corruption or deletion by adhering to the following precautionary measures:

·  The project will backup software according to the schedule referenced in Section 3.4 of this document.
· The project will document system configuration settings required to reload the system, including version information, patch levels, partition sizes and directory structures.  

3.3
Breach of Confidentiality

Any breach of confidentiality must be reported to the [describe who responds to confidentiality breaches at the facility]
The project shall adopt precautionary measures to handle any breach of confidentiality.  These include plans to revise user names and/or change user passwords.  These plans must cover the impact of any investigation that could result in downtime of the penetrated system while evidence is being gathered, as well as the loss of the use of the equipment, if authorities choose to confiscate it as evidence.

3.4 Backup Schedule

[Describe backup schedule, for example:
	Node
	Data
	Type and frequency
	Retention

	
	
	
	

	
	
	
	

	
	
	
	


All other data can be restored from outside data sources.  

Section 4.  Restoration Procedures

4.1
Evaluation of Disaster

This Plan does not address the actions to be taken during an earthquake or fire emergency.  Those steps are covered in the PDS [Node name] emergency plans, and will be followed by all employees.  This Plan addresses the steps the project will take to assess the damage to the PDS [Node name] IT systems, and to evaluate the actions required to recover from the emergency once the staff gains access to the facility.  Throughout any emergency, personnel should use their good judgment to assess seriousness of the situation as well as any imminent danger, in order to protect their personal health and safety.

In all emergency situations, the first step to recovery is to notify management, assess the damage and provide a realistic estimate of the resources required to recover full functionality.

4.2
Restoration Strategy

[Describe restoration strategy, for example “To facilitate a recovery regardless of the type or duration of disaster, PDS [Node name] has implemented multiple strategies.  Each type is designed to provide an effective recovery solution that is dictated by the severity of the emergency condition.

For the purposes of this Plan, the PDS [Node name] can handle an operations outage of [x] days or less without generating significant impact to the PDS [Node name] task

· Short-term Outage

An outage is identified as short term if the assessment of the damage to the PDS [Node name] system indicates that the system can be brought back on-line within the same facility in a reasonable period of time, using existing hardware.

· Long-term Outage

An outage is identified as long-term if the assessment of the damage to the PDS [Node name] system indicates that the system cannot be brought back on-line within the same facility, or using the existing hardware.  Any incident that renders the existing facility unusable will require a move of both hardware and personnel to an alternative facility.  Any incident that renders a significant portion of the existing hardware unusable will require the identification of funds, and the procurement of additional hardware and its associated software.

The PDS [Node name] Plan for restoring the system includes the following steps:

· Restore the PDS [Node name] data to the system.

· Update data as appropriate.

· The machine is turned over to the users of the system for them to run regression tests in operating environment to verify no errors have been introduced.

· Verify status of all externally provided software

The following activities will be used to successfully restore the PDS [Node name] system following an emergency outage of the system:

	Steps
	Instruction

	1.  Notify the PDS [Node name] Management Team.
	

	2.  Notify  [Node name]  IT Security if the emergency is caused by an unauthorized access of the PDS [Node name]  systems.
	

	3.  Contact the staff required to recover the system.
	

	4.  Evaluate the need for archived data to recover the system functionality.
	

	5.  Retrieve the required data.
	

	6.  Initiate the recovery of the PDS [Node name] systems.
	


“]

Section 5.  Emergency Contact Lists

5.1
Staff Emergency Contact List

	Name 
	Title/Function
	Work 
	Home/Cell
	e-mail

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


5.2 IT Security Emergency Contact List


[Include all IT security emergency information]
5.4
Vendor Emergency Contact List

      [Include all Vendor emergency contacts; this includes software vendors and hardware vendors]
Section 6.  Inventory

6.1
Equipment Configuration for Restoration

[Describe configuration information required for restoration and where it is stored]
Section 7.  Test Procedures

7.1
Training

Staff training, emergency drills and regular reviews form part of the preparedness for PDS [Node name]. Training requirements can be found at:    


[training location]
7.2
Testing

Several levels of drills will be performed to test this Contingency Plan.

Level 1 Test -- Verification of all emergency phone numbers, to include: managers, staff, vendors, etc.

Level 2 Test -- Determine readiness of backup archive storage facility.

Level 3 Test -- SA staff periodically test recovery from backup.
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