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PREFACE 

In 1982, the National Research Council published the 
results of several years of deliberations by rhe Space 
Science Board's Committee on Data Management and COUpJta- 
tion (Data Ma~agement and Computation, Volume 1: Issues 
and ~ecomendations, NAP, 1982). Largely on the basis of 
a number of case histories of space missions, scientific 
processing facilities, and data centers, CODMAC (1) 
summarized the major problems that have been impediments 
to extraction of science information from space-acquired 
data, (2) recommended a number of general steps for 
improvement, and (3) developed a set of principles for 
successful management of scientific data. CODMAC also 
suggested how application of the principles in a variety 
of situations, ranging from data processing systems 
controlled by principal investigators, to the management 
of national data centers, could result in greater 
scientific yields from data sets. 

Publication and distribution of the initial CODMAC 
document, frllowed by continuing dialogues among CODMAC, 
NASA, and members of the space science community, have 
served to uncover a number of further issues and problems 
related t3 space science data management and conputaticn. 
A number of steps have been taken to meet some of the 
issues and to correct some of the problems identified in 
these disc~ssions. These steps have included (1) con- 
solidation of a number of management activities under the 
Information Systems Office of the Office of Space Sciences 
and Applications of NASA; (2) initiation of pilot data 
systems by that office to improve computation and manage- 
ment of data in various space science disciplines; (3) 
consideration of data problems and solutions by the solar 
and space physics co~~ununity (Solar-Terrestrial Data 
Access, Distribution, and Archiving, NAP, 1984) and by 

vii 



the planetary sciences community (The Pla..- 'v Data 
System, 1984) ; (4) initiation of a Com+,i -. r .  ! w e s  
Program in the Office of Applications .u S ~ i r c ~  .*:h- 
nology, NASA; and (5) an evaluation a.:~ res;,ruct ing of 
the role of the National Space Sciencc Uata Center. 

Although proqress has been made, a major problem 
became evident during CODMAC disc?ussions th+ followed 
publication of the initial document. The problem is that 
an overall vision is still lacking within NASA as to what 
requirements scientists will have on systems that are 
designed to handle, process, and store the significant 
quantities of data expected from future missions. For 
example, the 1984 NASA Space Systems Technology Model 
Executive Summary (NASA, 1984) devotes only two paragraphs 
out of a text of 278 pages to problems related to 
extraction of information once the data are on the 
ground. The importance of computation and data management 
associated with extraction of scientific information 
cannot be understated. In fact, the infcrmation and 
knowledge extracted from space science data should be the 
ultimate measure of mission success. 

The primary purposs of the current document is to 
explore management approaches and technology developments 
for computation and data management systems designed to 
meet future needs in the space sciences. This report 
builds on work presented in the solar-terrestrial and *,he 
planetary reports cited above, broadening the outlook to 
all of the spa,:e sciences, and considering pc'icy issues 
that transcend the individual disciplines. We stress 
aspects related to coordination between data centers, 
missions, and ongoing research activities, because we 
perceive that the rapid growth of data and the wide 
geographir. distribution of relevant facilities will 
present especially troublesome problems for data 
ai-hiving, distribution, and analysis. We note that our 
results are applicable not only to NASA, but also to 
other agencies, such as NOAA, that are involved in 
acquisition and analysis of larqe data sets. 

A number of individuals need to be acknowledged who 
have contributed to this report, as participants in 
COD,.,K's 1983 summer study, and as ongoinq participants 
at CODMAC meetings dnd writing sessions. Those indi- 
viduals incl.0-1; John Estes, University of California at 
Santa Barbara; Ted Albert, U.S. Geological Survey; 
Arth~r Lane and Thomas DGxbury, Jet Propulsion Laboratory; 
George Pieper and Peter Bracken, Goddard Space Flight 
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Center; Michael Devirian and Caldwell McCoy, NASA 
Headquarters; and Lawrence Bolef, Washington University. 
Finally, Kristine Henrick, Susan Slavney, and Carol 
Martin, Washington university, should be thanked for 
their steady support in manuscript and figure preparation. 
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1. EXECUTIVE SUMMARY 

l.A. COMPUTATION AND DATA MANAGEMENT CHALLENGES IN THE 
1980s AND 1990s 

and space physics, and the earth s?i?nces can be modeled 
with exponential growth functions, withdoubling periods 

-- 

averaging only a few years. For exampl?, the 30 or so 
terabits of solar and space physics data now in the 
National Space Science Data Center will probably increase 
by over an order of magnitude within a decade. ~acth 
sciences data could increase by over 2 orciers of magnitude 
during the same perim, if such instruments as imaging 
radars and spectrometers are flown for extended periods 
of time and even if only data from science-dedicated 
experiments are retained. 

Based on a number of example research scenarios 
ewisioned in the space sciences for the 1980s and 1990s, -- 
requirements to search through, select, acquire, process, s- 
problems wjll grow significantly. In som? cases, data 
acquired over long periods of time will need to be 
analyzed. In addition, a wide range of laboratory and 
in-situ information will need to be integrated with the 
spaceborne observations, In some cases, the data nceded 
to solve given problems will need to be obtained from 
geographically dispersed sites, including archives that 
are not u.~der NASA's direct control. These complex 
requirements have come about in part because the space 
sciences are moving from a period of exploration, such as 
mapping the surface of the sun or Mars, or surveying 
stellar infrared sources, to a mode of intensive scien- 
tific analyses. In this intensive mode, a variety of 



q~antitative data need to be analyzed to constrain the 
increasingly sophisticated models. 

l ina.  rxacesmina. and 
storage requirements will increase dramatically with 
time, at least at the same rates as those for growth of 
spaceborne data. Likewise, management of computation and 
data management systems designed to meet the complex 
needs will tend to be more complex than in the past. 
New, innovatgve ways must be fosnd to meet both the 
management ..nA the technology challenges imposed by these 
rapidly growmy requirements on future computation and 
data management systems. We perceive that the manaqement 
challenges are far greater than the technology challenges. 
The purpose of this report is to supgest reasonable 
approaches to meet these challenges. We stress management 
recommendations, and we consider technologies that should 
be utilized or developed to implement our recommendations. 

1.B. DISTRIBUTED SPACE SCIENCE DATA MANAGEMENT UNIT 
SYSTEMS AS AN APPROACH 

We delineate three major types of Space Science Data 
Management Units (SSDPRls) that are key elements to 
meeting the computation and data management challenges 
over the next decade: data centers, data repositories, 
and active data base sites. Data centers are defined as 
facilities housinq data sets and associated information 
that require long-term maintenance because of the likeli- 
h o d  of use in future research activities; data reposi- 
tories are facilities maintaining rzlatively latge volumes 
of data in temporary buff s (e.g., miznion data reposi- 
tory) ; and active data ba sites house data being used 
intensively in research. based on past experience, data 
acquired by an instrument science team associated with a 
given mission are usually held in a repository for the 
length of the mission. The data in the repository are 
usdally reduced to a form appropriate only for initial 
analyses, to serve as a basis for more detailed analyses 
at active data base sites. The active data base sites 
are usually located close to research scientists at NASA 
centers, universities, and other research-oriented 
institutions. Upon completion of missions, data reposi- 
tories have migrated to data centers, but often without 
proper documentation. Usually, data from active data 



bases  have disappeared once t h e  research group c o n t r o l l i n g  
t h e  d a t a  disbanded o r  moved on t o  o t h e r  a c t i v i t i e s .  Loss 
o f  these  d a t a  is p a r t i c u l a r l y  unfor tunate  s i n c e  i n  many 
c a s e s  these  d a t a  a r e  of high q u a l i t y  and of i n t e r e s t  t o  
o t h e r  researchers.  

E x p l i c i t  d e l i n e a t i o n  ?f t h e  func t ions  of d a t a  cen te r s ,  
r e p o s i t o r i e s ,  and re levan t  a c t i v e  d a t a  base s i t e s L  
including d e f i n i t i o n  of t h e  i n t e r f a c e s  between them, would 
h e l p  ensure  t r a n s f e r  of more complete, b e t t e r  documented 
d a t a  t o  t h e  d a t a  centers .  I n  f a c t ,  where appropria te ,  
d a t a  cen te r s ,  r epos i to ry  sites, and a c t i v e  d a t a  base 
s i t e s  should be considered a s  segments of geographically 
d i s t r i b u t e d  information systems designed t o  se rve  t h e  
space  sc ience  d i sc ip l ines .  A s  noted, t h e  key t o  success- 
f u l  implementation of d i s t r i b u t e d  information systems 
involv-ing d a t a  cerlters, r e p o s i t o r i e s ,  and a c t i v e  d a t a  
bases is t o  r igorously d e l i n e a t e  t h e  r o l e s  and responsi- 
b i l i t i e s  of each SSDMU segment of t h e  s y s t e m .  We 
recommend t h a t  space sc ience  d a t a  c e n t e r s  (e.g., Nat ional  
Space Science Data Cente r ) ,  i n  coordinat ion with t h e i r  
user communities, play a major r o l e  i n  organizing and 
overseeing SSDMU systems, including managing anv informa- 
t i o n  networks connecting t h e  segments, providing direc-  
t o r i e s  and c a t a l o g s  o f  re levan t  da ta ,  and s t i p u l a t i n g  
s tandards  and pro toco ls  t o  be use3 within  t h e  system. An 
approach t h a t  a c t i v e l y  involves a l l  t h r e e  types  of SSnMUs 
is q u i t e  a depar tu re  f r o n  p a s t  p r a c t i c e s ,  where d a t a  
c e n t e r s  were t y p i c a l l y  the  l a s t  p laces  f o r  de l ive ry  o f  
d a t a ,  o f t e n  without l o c a l  e x p e r t i s e  o r  enough supporting 
information t o  be f u l i y  useful .  When combined with a 
renewed emphasis on t h e  p a r t  of t h e  space science com- 
munity to produce high-quality,  documented da ta ,  t h i s  
approach, where d a t a  c e n t e r s  a r e  involved in  a c t i v i t i e s  
ranging from missions t o  in-depth d a t a  anslyses ,  w i l l  
he lp  t o  ensure  t h a t  use fu l  d a t a  w i l l  be entered i n t o  t h e  
c e n t e r s  f o r  use by t h e  broad space science community. 
The prese-anagement s t r u c t u r e  a t  NASA Headquarters can 
b e  u t i l i z e d  t o  5.1ide development and opera t ion  of d i s -  
t r i b u t e d  SSDMU sysfsms. The Information Systems O f f i c e  
should manage those aspec t s  of the  systems t h a t  a r e  of 
f a c i l i t y  c l a s s  i n  s i z e  o r  t h a t  transcend missions o r  
d i s c i p l i n e s .  

Developing geographically d i s t r i b u t e d  i n f o r m a t .  
systems involving da ta  c e n t e r s ,  r e p o s i t o r i e s ,  and a c t i v e  
d a t a  bases should be accomplished i n  an evolutionary 
fashion,  and should include experiments aimed a t  de r iv ing  
t h e  bes t  management methods and technologies t o  u t i l i z e .  



The c u r r e n t  p i l o t  a c t i v i t i e s  ( P i l o t  Ocean Data  System; 
P i l o t  Cl imute  Data  System; P i l o t  P l a n e t a r y  Data  Bystem; 
P i l o t  Land Data  System) funded by NASA's ~ n f o r m a t i o n  
Systems O f f i c e  a r e  des igned  to develop expe r imen ta l  
computation and d a t a  management sys tems f o r  u s e  by t h e  
space  s c i e n c e  community. These  p i l o t  a c t i v i t i e s  o f f e r  
t h e  advantages  o f  t h e  involvement o f  t h e  community and a n  
e v o l u t i o n a r y  approach to  S S W  implementation. We 
recommend t h a t  t h e s e  p i l o t  informat ion  sys tem e f f o r t s  
con t inue  and expand to inc lude  o t h e r  space  s c i e n c e  
d i s c i p l i n e s ,  b u t  w i t h  a n  o v e r a l l  g o a l  of  moving toward 
implementation o f  d i s t r i b u t e d  in fo rma t ion  systems.  We 
a l s o  recommend a focus ing  o f  p i l o t  a c t i v i t i e s  to expe r i -  
ment w i th  management and technology i s s u e s  a s s o c i a t e d  
wi th  g e o g r a p h i c a l l y  d i s p e r s e d  SSDMUs t h a t  a r e  l i n k e d  t o  
form d i s t r i b u t e d  computa t ion  and d a t a  management systems. 
The p i l o t  s t u d i e s  shou ld  a l s o  be focusez  to  test whether 
o r  n o t  d i s c i p l i n e - o r i e n t e d  d a t a  c e n t e r s  o f f e r  better 
s e r v i c e  and d a t a  q u a l i t y  t h a n  u n i v e r s a l  or space-science- 
wide d a t a  c e n t e r s .  

1. C . TECHNOLOGY RECOMMENDATIONS 

NASA's p o s t u r e  i n  terms of new computation and d a t a  
management t e c h n o l o g i e s  f o r  SSDMUs and SSDMU sys tems 
should  l a r g e l y  be tc, ma in ta in  an  awareness o f  advances,  
and t o  a s s i s t  t h e  space  s c i e n c e  community i n  u t i l i z i n g  
t h e  tnchno log ie s  i n  meaningful  ways. Awareness is t h e  -- 
key Lecause most technology advances i n  computation and 
d a t a  managenent w i l l  p robably  a r i s e  through indus t ry -  
suppor ted  activities. There  is an impor tant  a r e a  where 
unique r equ i r emen t s  of  t h e  space  s c i e n c e  community 
sugges t  t h a t  technoLogy development e f f o r t s  a r e  needed. 
That  a r e a  d e a l s  w i t h  development o f  p o r t a b l e  s o f t w a r e  
packages t n a t  a r e  des igned f o r  wide use  i n  t h e  s p a c e  
s c i e n c e  community. P o r t a b i l i t y  means developing s o f t w a r e  
i n  h igher  l e v e l  languages,  i n  reasonably  machine- 
independent form, and wi th  use  of a c c e p t a b l e  s t anda rds .  
Widespread use  o f  such packages should alleviate some o f  
t h e  c u r r e n t  problems i n  t r a n s f e r  of  d a t a  between SSDMUs 
and should f a c i l i t a t e  d i s t r i b u t e d  a r c h i v i n g  and p r o c e s s i n g  
of da t a .  An e x p e r t  sys tems approach to a c a l y s e s  of 
imaging spec t romete r  d a t a ,  and c o u ~ l i n g  o f  advanced d a t a  
oase  management s o f t w a r e  wi th  s p a t i a l l y  and temporal ly  
tagged v e c t o r  and a r r a y  d a t a ,  a r e  but  two examples o f  



! needed software development efforts that are not being 

i vigorously pursued by industry at this time. 

I 
Technology solutions to computation and data management 

problems must be tailored to the type of SSDMU under 
consideration. For example, for SSDMUs involving small 
research groups, simple work stations, cmsisting of 

1 microprocessor-based terminals, with modest storage 
devices and other appropriate peripherals may be 
sufficient. Other groups will require minicomputers and 

! a number of special-purpose peripherals. On the other 
hand, SSDMUs with a charter for pipeline processing of 
sLgnifkz%t quantities of data, or for long-term main- 
tenance of data, will require more sophisticated and 
capable data handling, processinq, and storage systems. 

Computatinn and data management capabilities must be 
significantly upgraded at data centers, repositories, and 
at active data base sites, even if just t,, maintain the 
current processing status quo. This statement is based 
on comparing projected rates of increase of processing 
speed, storage capacity, and communication rates that 
will be available at any given time, with compctation and 
data management needs required to extract scientific 
information from the expected space science data sets. 
The analysis was conducted by assuming that (1) at least 
the same fraction of data currently processed would be 
processed in the future, and (2) the new technologies 
would be acquired using current funding levels, scaled 
for inflation. In most cases, data growth rates outpace 
the rates of growth of computation and data management 
power at constant cost. NASA should work closely with 
the space science community on upgrading computation and 
data management systems in ways that will best meet the 
rapidly increasing demands in reasonable ways. For 
example, minicomputers with advanced, high-speed work 
stations offer one means of significant upgrading the 
processing capabilities for relatively small SSDMUs. 

High-speed parallel processors and other large 
computational machines will continue to be beyond the 
funding levels of most research groups during the next 
decade, although based on daca processing requirements, 
the need foi access to these machines will probably grow 
in scientific research. These machines will be located 
at a few sites. Remote access to such large systems will 
be needed and will be a problem unless attention is given 
to how to remotely access and actively utilize these 
large machines. NASA should provide effective access to 
the high-speed machines at NASA centers, such as the 



massively parallel processor ( W P )  at the Goddard Space 
Flight Center (GSFC) or the Craye at the NASA Amea 
Research Center. Such use should incorporate the ability 
to process data remoCely and to input and extract data in 
reasonable ways. NASA should also continue development 
of software that takes advantage of the computational 
speed of these large, facility-class processors. Finally, 
NASA should vigorously pursue investigation of low-cost 
concurrent processors that can be placed at local sites, 
thereby upgrading systems under control of the local 

~lectronic communications will be essential in S S E  
information networks, given the geographically distributed 
nakure of data centers, repositories, and active data 
base sites. Communications will be needed for access to -- 
large computer systems, searching directories and cata- 
logs, browsing through data sets, delivery of selected 
data, and support of mission operations and cooperative 
research activities. Communications will also be needed 
for coordination and management of the systems. NASA 
should aggressively pursue an evolutionary approach to 
communications networks that would interconnect the 
various SSDMUs that make up the coordinated, geographi- 
cally distributed information systems. The first step 
might be thr~ugh dial-up lines, followed by higher speed 
(e.g., 56 kilobits per second (kbps)) links, and in some 
cases by satellite-rate (megabits per second) connections. 
The networks should be flexible, allowing for a range of 
needs, from sj.mple dial-up to high-speed lines, and they 
should expand and contract as requirements vary. Augmen- 
tation of NASA's planned Program Support Communications 
Network (PSCN) to include support of research ana analysis 
functions would be one method of developing such a system. 
At present, the plan for the PSCN calls largely for 
supporting communications between NASA centers. Alternate 
solutions should also be examined, including use of direct 
broadcast systems. 

NASA slioild work cooperatively with the space science 
community in developing useful standards and protocols 
that can be applied to software development, system 
interfaces, data fcrmts, directory/catalog formats, tnd 
documentation. Standards are key elements to have in 
place for information systems. On the other hand, 
standards that are an impediment to research will not be 
adopted by the space science comqunity. Thus emphasis 
should be giver, to standards that can be developed in an 
evolutionary manner, being first tested and commented 



upon by the space science community, before formal 
adopt ion. 

NASA should play a leading role in developing a 
capability for fkientista to access a distributed 
directory and catalog system that includes NASA and 
relevant nori-NASA data. A major impediment i n  space - 
sciences research is the lack of information about what 
data se t s  exist, what their characteristics a-e, and how 
to  obtain calibrated versions of the data. A major step 
in  alleviating th i s  impediment would be construction of 
directories and catalogs of space science data. Direc- 
toriea and catalogs should be remotely accessible. In 
the earth sciences, especially, access t o  data from other 
federal agencies, from state  agencies, and from other 
governments w i l l  be needed t o  properly address the 
science issues of the next decade. Thus  directories and 
catalogs of nowNASA data must be developed and made 
accessible. Data centers should play a major role i n  
developing such capabilities. 



2. INTRODUCICION--PURPOSE AND SCOPE OF REPORT 

Look not murnfuily into the past. I t  caas not back 
again. Wirrely iqrm tbe futute. 

Henry Wad8uort.h Loqlfeliar 

A Space Science Data Manage-ent Unit (SSDMU) was 
defined in the Space Science Board's Committee on Data 
Management and Computation (CODMAC) initial deliberations 
(NRC, 1982) as a group of researcher: and support staff 
who have some data management and computational facili- 
ties, and who extract information from space science 
data. SSDMUs can range in size and scope from small 
university-based research groups, to teams associated 
with facility-class space instruments, to large data 
archive facilities such as the National Space Science 
Data Center (NSSDC). Research within the disci7lines 
covered by the space sciences is moving into a new era, 
one in which a large volume of data will be acquired and 
a number of data sets will be needed within a variety of 
SSDMU settings to solve the increasingly complex questions 
that are being addressed. Generally, the data volumes 
and data uses will grow much faster than the number of 
researchers examining the data. In addition, the data 
needed for any given task may not have been collected by 
any one researcher. Thus ready access to high-quality, 
well-documented data, together with the ability to handle, 
process, and store the data are key ingredients for 
successful management of space sciences data in the 1980s 
?ni 1990s. Advances in computation and communications 
 ill allow such data management to he done in new, 
innovative ways. However, as noted in the NRC (1982) 
report (see Table 2.1), technology is not the main 
impediment to better data management within any given 
SSDMU environment. Rather, institutional arrangements, a 
lack of continuity of management philosophy, a lack of 
attention to generation and retention of quality data, 
+wether with lack of funding, have been the key 
stumbling blocks. 



TABLE 2.1 B r i e f  Summary of CODMAC (m, 1982) 
F i n d i n g s  of R e l e v a n c e  to  D a t a  Management 

Area of 
Concern Cormon Problem Recommendat ions  

Data 

Data system 1. Lack of  involvement Adequate planning, 
planning o f  sc ience  funding, and 

corrmunity end-end, a c t i v e  
2. Adequate funding involvement o f  

included i n  science community 
p l a n s  i n  d a t a  manage- 

3. Lack of  o v e r a l l  men t 
planning i n  
g e n e r a l  

1. Most research groups 
a r e  processing 
underfunded i n  
terms of d a t a  
processing. A s  a 
r e s u l t ,  they a r e  no t  
a b l e  t o  f u l l y  u t i l i z e  
new technologies  t o  
a l l e v i a t e  d a t a  problems. 

Data d i s t r i -  1. Long de lays  i n  
bu t  ion d e l i v e r y  

2. Users d o  not  know 
what d a t a  e x i s t  

3. I n  some cases ,  
de l ivered  d a t a  
not properly 
documented 

Much more a t t e n t i o n  
should be paid t o  
providing d a t a  i n  
form usefu l  by 
secondary users .  
D i r e c t o r i e s  and 
ca ta logs  a r e  
needed. 

Data standard- 1. Wide v a r i e t y  of formats 
i z a t i o n  used 
and 2. Extent of documentation 
f i d e l i t y  widely v a r i a b l e  

3. I n s u f f i c i e n t  a n c i l l a r y  d a t a  

SO£ tware 1. Not documented o r  Emphasis on 
portable .  Largely por tab le  software 
developed t o  meet and higher degree 
only immediate of inher i t ance  
goa ls .  



In this docurant we move beyond the general ream- 
nendations of the NRC (1982) report and develop guidelines 
for planning, implementing, and operating SSDMUS, given 
the expected space science data and the probable user 
requirements in the 1980s and 1990s. We first summarize 
the characteristics of the expected data sets and the 
use: requirements that should be levied on systems 
designed to handle the data. We then consider existing 
and projected technologies that can be brought to bear on 
meeting the requirements, and we recomend technology 
areas that NASA should augment or develop because of the 
peculiar needs of the space sciences. We then discuss 
several examples of SSDMU arrangements, including insti- 
tutional configurations, existing and planne3, that 
involve the space science community, utilize technology 
in a reasonable manner, and significantly improve the 
capability to access and analyze well-documented, quality 
data. From the requirements and the examples we derive 
guidelines for the future, stressing the roles of data 
centers, repositories, and sites hocsing research data 
sets (active data bases) as part of coordinated, 
geographically distributed information systems. 



3. DATA SETS AND RESEARCH SCENARIOS 
FOR THE 1980s AND 1990s 

Y w  wlll always undereathate  the future. 
Charlea P. Kettering 

3.A. INTRODUCTION 

The i n t e n t  o f  t h i s  chap te r  is t o  b r i e f l y  d e s c r i b e  t h e  
computation and d a t a  management p rob iens  t h a t  NASA and 
t h e  space  s c i e n c e  community w i l l  f a c e  i n  t h e  1980s and 
1990~1, based on c u r r e n t  d a t a  volumes, expected  r a t e s  o f  
d a t a  growth,  and ways d a t a  w i l l  be u t i l i z e d .  The cha l -  
l e n g e s  produced by d a t a  volume and r a t e s  o f  d a t a  growth 
c a n  D e  c l e a r l y  d e l i n e a t e d .  An e q u a l l y  important. chal -  
lenge ,  however, l ies i n  s a t i s f y i n g  t h e  i n c r e a s i n g  demands 
r e s e a r c h e r s  w i l l  have on d a t a  handl inq  and process ing  
f u n c t i o r , ~ ,  p a r t i c u l a r l y  o n  t h e  a b i l i t y  t o  o b t a i n  d a t a  
from a v a r l e t y  of sources .  We e x p l o r e  t h e s e  demands 
through examples o f  r e s e a r c h  s c e n a r i o s  involving v a r i o u s  
d i s c i p l i n e s  and SSDMU environments.  The examples a r e  no t  
meant t o  be i n c l u s i v e  of a l l  p o s s i b l e  s i t u d t i o n s ,  Rather  
t h e y  s e r v e  t o  h e l p  develop an envelope  of user  needs,  
t oge the r  w i t n  providi;lg i n d i c a t i o n s  of how space  
S c i e n t i s t s  w i l l  conduct  r e s e a r c h  i n  t h e  coming decade. 

3.B. CURRENT DATA VOLUMES AND PROJECTED RATES OF GROWTH 

T a b l e s  3 .1  t o  3.4 l i s t  t h e  q u a n t i t y  of e x i s t i n q  d i g i t a l  
d a t a ,  t h e  q u a n t i t y  expected  from approved mis s ions  i n  
each space  s c i e n c e  d i s c i p l i n e ,  and e s t i m a t e s  of t h e  
volumes t h a t  w i l l  be produced from p robab le ,  bu t  no t  y e t  
approved miss ions .  The p r o j e c t i o n s  a r e  n e c e s s a r i l y  
approximate,  wi th  u n c e r t a i n t i e s  of  perhaps  a f a c t o r  o f  2 
f o r  mi s s ions  on ly  i n  t h e  p lanning phases.  The t r e n d s  a r e  
perhaps  b e s t  v i s u a l i z e d  i n  g r a p h i c a l  form. F igu re  3.1 is 
a p l o t  of  t h e  cumula t ive  number of b i t s  r e tu rned  a s  a 
f u n c t i o n  of t ime f o r  each space  s c i e n c e  d i s c i p l i n e ,  based 



TABLE 3.1 Data  Expected From F u t u r e  n i s s i o n s  i n  Astronomy 
and As t rophys ic s  

Miss ion  
Data  

S t a t u s  Year Expected 

I n f r a r e d  Astronomy 
S a t e l l i t e  

Space Telescope 
Roengten S a t e l l i t e  
Cosmic Background 

Exp lo re r  
G a m a  Ray Observatory  
Extremc U l t r a v i o l e t  

Exp lo re r  
X-Ray As t rophys ic s  

F a c i l i t y  (A=) 
Far  U l t r a v i o l e t  

Spec t roscop ic  
Exp lo re r  

High Throughput 
Miss ion  ( l a r g e  
X-ray c o l l e c t o r )  

Completed 

Approved 
Approved 
Approved 

Approved 
Planned 

Planned 

Planned 

Planned 

1011 b i t s  

5 x 1 0 ~ ~  b i t s / y r  
1011 b i t s / y  r 

f o r  5 y e a r s  
5 x 1 0 ~ ~  b i t s / y r  

NOIE: C u r r e n t  volume of  d i g i t a l  astronomy d a t a  i z  
approximate ly  1013 b i t s ,  and c u r r e n t  volume s t o r e d  a t  
NSSDC is approximate ly  3x1012 b i t s .  

o n  t h e  d a t a  i n  t h e  t a b l e s .  Note t h a t  t h e  d a t a  volume 
a x i s  is p l o t t e d  on a l o g a r i t h m i c  s c a l e .  The t r e n d s  i n  
growth o f  space  s c i e n c e  d a t a  can ,  i f  averaged over  s e v e r a l  
y e a r s ,  be r t d e l e d  wi th  exponen t i a l  f u n c t i o n s ,  w i th  d a t a  
doubl inq  i n t e r v a l s  ranging from 2 t o  5 yea r s .  The r a p i d  
growth and r e s u l t a n t  l a r g e  volumes i n d i c a t e  t h a t  t h e  
s p a c e  s c i e n c e s  a r e  moving i n t o  an e r a  t h a t  w i l l  s i g n i f i -  
c a n t l y  c h p l l e n g e  s c i e n t i s t s '  a b i l i t y  to handle ,  p r o c e s s ,  
and s t o r e  d a t a .  I n  a d d i t i o n ,  based on p a s t  t r e n d s  i n  
f u ~ d i n g  NASA i n v e s t i g a t o r s ,  it seems improbable t h a t  t h e  
number of r e s e a r c h e r s  w i l l  grow a t  t h e  same r a t e  a s  t h e  
d a t a  volumes. A s  a consequence, we expec t  t h a t  t h e  r a t i o  
o f  d a t a  t o  r e s e a r c h e r s  w i l l  grow r a p i d l y ,  i n d i c a t i n g  t h a t  
enhanced d a t a  management and computation procedures  a r e  



TABLE 3.2 D a t a  r x p e c t e d  f rom a Number o f  F u t u r e  M i s s i o n s  
i n  t h e  P l a n e t a r y  S c i e n c e s  

M i s s i o n  

D a t a  
E , c o u n t e r  E x p e c t e d ,  

S t a t u s  D a t e  b i t s  

Voyager 

G a l i l e o - 3 u p i t e r  
O r b i t e r  and  P r o b e  

Venus Radar Mapper 
Comet Rendezvous 
Lunar  Geoscienc-a 

O r b i t e r  
Mars G e s s c i e n c e  

C l i m a t o l o g y  
O b s e r v e r  

T i t a n  F lyby/Probe  
S a t u r n  F lyby/Pr r ' . e  
Mars Aeronomy 

O r b i t e r  
Mars P r o b e  Network 
Venus Atmospher ic  

P r o b e  
M u l t i p l e  Main-Belt 

A s t e r o i d  O r b i t e r  
and F lyby  

S a t u r n  O r b i t e r  
Earth-Approaching 

A s t e r o i d  
Rendezvous 

Ongoing 

Approved 

Approved 
: l a m e d  
P l a n n e d  

Approved 

P l a n n e d  
P l a n n e d  
P l a n n e d  

P l a n n e d  
P l a n n e d  

P l a n n e d  

P l a n n e d  
P l a n n e d  

NOTE: E x i s t i n g  d i g i t a l  d a t a  i n  p l a q e t a r y  s c i e n c e s  t o t a l s  
is a p p r o x i m a t e l y  1013 b i t s ,  and c u r r e n t  volume s t o r e d  
a t  NSSDC i s  a p p r o x i m a t e l y  4 x 1 0 ' ~  b i t s .  



TABLE 3.3 Data Expected f rorn a  Number of Miss ions  i n  
S o l a r  and Space Phys ic s  

Mission 

Data 
Expected , 

S t a t u s  Year b i t a / y  r 

IMP-7,8 Ongoing Ongoing 2 . 4 ~ 1 0  lo 
DE-High Ongoing Ongoing 3 x 1 0 ~ '  
ISEE Ongoing Ongoing 8x1011 
Ac t ive  Magnetospheric Approved 1984 1011 

P a r t i c l e  T r a c e r  
Experiment 

S o l a r  O p t i c a l  Telescope Approved 1990 lo1' 
Gpper Atmospheric Approved 1930 2.5x1012 

Resesrch  Mission 
I n t e r n a t i o n a l  So la r -  Recommended 1990s 4 x 1 0 ~ ~  

T e r r e s t r i a l  Phys ic s  
P r o j e c t  

NOTE: Current. volume of d a t a  is about  1013 b i t s ,  and c u r r e n t  
volume a t  NSSDC is approximately 3 x 1 0 ~ ~  b i t s .  

mandatcry, even t o  ana lyze  t h e  same f r a c t i o n  of space  
sc i ence  d a t a  t h a t  a r e  analyzed now. 

3.C. ASTRONOMY SCENARIOS 

I n  Chis  s e c t  ion  we d i s c u s s  two astronomy s r e n a r  i o s  
t h a t  i l l u s t r a t e  demands on SSDMU d a t a  bases  i n  te rms o f  
t h e  need f o r  remote a c c e s s  and on - l ine  browse 
c a p a b i l i t i e s .  

3.C.1. I n t e r d i s c i p l i n a r y  Study of t h e  S t r u c t u r e  of 
G a l a c t i c  J e t s  

I n  t h i s  s tudy  t h e  o b j e c t  is t o  unders tand t h e  
s t r a c t u r e  and environment of jets of m a t e r i a l  emerging 
from a c t i v e  g a l a x i e s .  I n  p a r t i c u l a r ,  it is assumed t h a t  
r a d i o  g a l a x i e s  have been observed t h a t  e x h i b i t  jets o f  
v a r i o u s  forms: e.g., cont inuous  v e r s a s  knot ted;  s t r a i g h t  



TABLE 3.4 Data  Expected From a  Number o f  Miss ions  i n  t h e  
Land, Ocean, and Atmospheric S c i e n c e s  

Da ta  
Yi s s ion  S t a t u s  Year Expected 

GEOS, G,B 
NOAA F-J 
ERBE 
LANDSAT D,D '  
MPEX/POSEIDON 
Geopo ten t i a l  

Research  
Miss ion  

SIR B,C,D 

S h u t t l e  Imaging 
Spect rometer  

E a r t h  Observing 
System 

Ongoing Ongoing 1 . 5 ~ 1 0  l3 b i t s / y  r 
Ongoing Ongoing l o i 3  b i t s / y r  
Approved 1984 lo1* b i t s / y r  
Ongoing Ongoing 10 l4 b i t s / y r  
Planned 1988 10 l2 b i t s / y r  
Planned 1991 1012 b i t s / y r  

BrFunded 1984, TBD 6xi014 b i t s  
C ,D=Planned 
Planned 1989 1013 b i t s  

NOTE: Cur ren t  volume of Landsat  d a t a  i~ approximately 
1014 b i t s ,  wh i l e  2 x 1 0 ~ ~  b i t s  of o t h e r  d a t a  e x i s t .  
Cur ren t  volume a t  NSSDC is approximate ly  7 x 1 0 ~ ~  h i t s .  

v e r s u s  kinky; o r  one-sided v e r s u s  symnetr i c a l .  By 
d e t r i l e d  comparison o f  t h e  r a d i o  d a t a  wi th  inage  d a t a  a t  
o t h e r  wavelengths,  it  may be p o s s i b l e  t o  de termine  j e t  
emiss ion  mechanisms ( v i a  o v e r a l l  e l ec t romagne t i c  sDectrum, 
and jet  k inemat ics  and confinement ( v i a  presence  o f  g a s ,  
e t c . ) .  A s  a  f i r s t  s t e p ,  o p t i c a l  d a t a  from t h e  Space 
Telescope (ST) and X-ral d a t a  from t h e  Advanced X-ray 
As t rophys ic s  F a c i l i t y  (AXAF) might be compared wi th  t h e  
j e t  morphology de r ived  from t h e  r a d i o  d a t a .  

Comparison of zadio ,  o p t i c a l ,  and X-ray d a t a  f o r  a  
wel l -def ined s e t  of  t a r g e t s  is  r e l a t i v e l y  s t r a i g h t f o r w a r d .  
With a  l i m i t e d  and wel l -def ined s e t  of  t a r g e t s ,  c a t a l o g s  
o f  g a l a x i e s  observed by ST and A W  would be consu l t ed .  
Browsing o f  summary d a t a  s e t s  tc  a s c e r t a i n  i f  s u i t a b l e  
images e x i s t  t h a t  i nc lude  t h e  g a l a x i e s  of i n t e r e s t  dould 
a l s o  be h i g h l y  d e s i r a b l e  and would supply  more d e t a i l e d  
informat ion .  I f  t h e  r e sea rche r  was n o t  l o c a t e d  a t  t h e  

f a c i l i t i e s  suppor t ing  t h e  c a t a l o g s  and browse f i l e s ,  



DATA GROWTH 

YEAR 

PICURE 3.1 Projected g r w t h  rates for space science 
data, based on data fraa tables. Earth orbital missions 
assumed to last for 5 years, except f -r  operational 
satellites and the space tel?scope, wnich are projected 
as continuing dat, producers. 

electronic access via a comunica*ions link would be 
highly desirable so that the user c 3 u 2  work at his home 
institution. Or, up-to-date information c x l d  be 
distributed on a regular basis on, for example, floppy 
disks (attributes) and videodisks (browse data). 

After catalog searches, copies of calibrated, digital 
data in a standard format would probably be requested for 
use at the researcher's home institution, using a standard 
format sucn as the Flexible Inaqe Transport System (FITS) 



that has been developed by the as.-ronomy community. I . 
is imprtant to note that PITS wo~ld allow the tapes tc* 
be read with a minimum of programming effort if used at 
both the data facility and the researcher's home ivsti- 
tution. The ST and AXAF images would then be cor~pa~.ed 
with the radio data to look for correlations usinr 
standard data analysis tools such as cross corcela~ior 
techniques. At some point in the analysis and interpr.?ta- 
tion, details of the conditions of the various observa- 
tions would be requested to determine such parameters as 
true resolution (i.e., Was there excessive smesrina du-? 
to jitter?), true magnitudes (i.e., true radioroetry, 
including knowing how the calibration performed, and 
whether there were any unusual background effects), etc. 
Thus some overall quality measures should be incllided 
with the ST and AXAF data, along with information 
documenting calibration procedures. More subtle effects 
may even have to be considered and would require 
acces::ing the observing logs and user manuals. 

Given calibrated datz, indications of data quality, 
and the appropriate analysis tools, the investigator 
would be able to conduct the st\!dy and thus constrain the 
nature of the jets. 

3.C.2. Galaxy Distribution as a Functicn of Magnitude 
and Color 

In this study galaxies are to be categorized based on 
observed color and magnitude. The study, although not 
requiring date from different subdisciplines, is taxinq 
on the SSDHU data management facilities, since it is an 
involvd data base KsSearCh project. In th2 study, ST 
images coverinq as large an area as possible would be 
needed. In addition, the images would have to satisfy 
certain criteria as to exposure, background, and filters 
used. 

We assume that the data reslde at the Space Telescope 
Science Institute (STSCI), which will be a data center 
for Space Telescope Data, and that the researcher resides 
at his home iwititution. Thus, it must be possible to 
search the data base remotely. 

The data base would firsc be queried for a list of all 
ST exposures tha; satisfy the fo'lowing criteria: 

Galactic latitude of >40 deqrees (to avoid the 
obscuration by dust in our own galaxy). 



Ecliptic latitude of >40 degrees (to avoid 
zodiacal light). 

Ecliptic longitude of >40 degree': (tn avcid 
sunlight). 

Exposure time >30 minutes. It is assumed that 
the data base contains the exposure time, and not just 
total observing time. 

Exposure is a nonproprietary science cry-v? 
(i.e., not a calibration exposure). 

Exposure is calibrated. 
Expaaure is from the wide f iel2 . me- t':e 

planetary camera, or the faint object camera (FOC) in 
f/48 512 x 512 imaging laode. 

If the erpesur$ is a wide f 4 * ? d  camera or 
planetary camera mage, then the filter must be a set of 
user-specified .LC. ws. 

If the exposure is an POC image, then the filter 
must be in a particular set of user-specified modes. 

The queries to the data base assume that the user is 
knowledgeable about both the data base query language and 
the ST instruments. This assumption may not be true for 
all users, so a HELP capability for the query system must 
be provided on-line. The HELP functions should include 
information on the instrument characteristics, the query 
procedures, and the variables that can be searched. 

The result of the queries would be a list of all 
frames that satisfy the criteria specified above. The 
list should appear not only L : the user's remote 
terminal, but rn a file as well. Then, the list could be 
available as input to the query system for further 
searches by thc investigator or by other researchers. 

The list of sky areas would then be divided into three 
classes: tnose covered by two different filters (from 
which a V magnitude can be derived), tnose covered by 
only the V filter, and tPo3e covered by only one filter, 
which is not the V filter. The iatter two lists form the 
basis of another query. In this query, the researcher 
relaxes the exposure time requirement to 15 minutes in 
the hope of uncovering additional exposures that can 
provide colors for some of the galaxies in the V band 
exposures or V magnitudes for the other exposures. Any 
of the non-V band ~~~~~~es that remain unmatched are 
discarded. 

The researcher should have the capability to peruse 
the data file header information. Perusal of this 
information would allow discarding of unsuitable 



exposures, e.g., those in which the pointing was not 
sufficiently stable. A remote data browse capability 
would be extremely useful, since the capability for a 
quick look at each exposure allows further narrowing of 
the list of exposures to be delivered. That capability 
could also be implemented, for example, with a videodisk 
player at the investigator's home institution. The 
player, containing a disk of ST images, could be con- 
trolled remotely (i.e., by the STScI) as part of the 
search procedure. 

The researcher would also be interested in other 
exposures related to those on his list (e-g., special 
calibration exposures, exposures through ocher filters, 
exposures in the same field with a spectrograph), and 
might perform an additional search of the archives to 
find related images. A list of related exposures would 
be w-*, but whether any of these exposures would be 
added to the list of exposures to be retrieved depends on 
what is found. 

naving generated the list of exposures, the user would 
the,. request that the data on the list be extracted and 
delivered to the researcher's home institution. Depending 
on the manner in which the ST data management facility is 
set UP, es ?cially whether remote processing is supported, 
the -=se= ~:ner may not be directly involved in the 
extraction process. For example, if the data sets are 
based dn tape, the appropriate data would be located, 
copied, and sent to the researcher's homr institution. 
If the archives are on-line (on optical disks, say), copy 
comnands to transfer the data sets electrcnically to the 
investigato~ might be invoked. In additian to the 
archived data, the user might want the lists resulting 
from the .lata base search, and pcssibly some special 
purpose analysis software. 

For this particular study, a reasonable number of 
images would be on the order of 100 and each image would 
be on the order of lo7 bits, so rouqhly l o 9  bits would 
need t.o be sent to the researcher. If the researcher 
comes from an institution that is sonnected to the STScI 
with high-speed (56 kbps) lines, the data might be 
scheduled for overnight transmission, requiring just 
under 5 hours of transmission time. If the researcher 
does not have access to a r.etwork, the data might be sent 
on tape. Final analysis would probably take place at the 
researcher's home institution, where the appropriate 
hardware and software should reside to do the work. 



3.D. PLANETARY SCIBNCB SCENARIOS 

In this section we discuss the Mars Geoscience 
Climatology Observer (MGCO) Mission, stressing the variety 
of data to be produced and the need for comparison with 
Viking observations. The large data volume, the com- 
plexity of the data, and the need to conduct timely 
analyses during the mission present significant computa- 
tion and data management challenges. 

The MGCO spacecraft is scheduled to be put into orbit 
about Mar.s in 1992. The ns.dir-looking MGCO spacecraft 
would be in a nearly circular polar orbit, making selected 
measurements of atmospheric and surface features over a 
2-year period. The three instruments most likely to be 
include'l and that would produce the most data are the 
visual and infrared mapping spectrometer (VIMS), the 
gamma-ray spectrometer, and the radar altimeter. In 
addition, the approximately 50,000 digital images (each 
image roughly 1000 x 1000 x 8 bits) that make up :he 
Viking Orbiter data set wou!d be used as a base data set, 
partly because there will not be a high-resolution 
framing camera for evaluation of surface morphology. 

The three MGCO experiments would produce a more or 
less continuous stream of data throughout the 2-year 
nominal mission. The VIMS will depart most from this 
routine operating mode because of the high data rates 
that need to be generated to cover selected areas in 
detail. In addition, VIMS will produce some support 
imaging to be used in conjunction with other MGCO 
instruments. The gamma-ray spectrometer and tne radar 
altimeter are scheduled to make measurem.nts at a uniform 
rate throughout the mission in or3er to build up a global 
map of the surface radioactivity and eievation. Although 
the spacecraft data system will likely be configured to 
acquire a standard set of observations, contingency plans 
must exist to change to a different observation strategy 
if the surface becomes obscured by dust storms. Typi- 
cally, local dust storms spread planet wide with a time 
scale of about one week. Thus, timely examination of the 
data is needed if MGCO is to be commanded to monitor dust 
Storm growth. 

The best estimate of the total data return is obtained 
by considering the spacecraft communication rate restric- 
tions and assuming full use of the tape recorder facility. 
One tape recorder is to be read out once per day. The 
recorder holds 5 x 10' bits, so that 3.4 x 1011 bits 
for the 680-day mission woulf returned in this manner. 



In addition, once per day for about 4.5 hours, a 32-kbps 
downlink would be available to the imagin spectrometer, 
for an additional return of about 3 x 10" bits for the 
mission. This is surely a low est,,ate for the total 
data return because it is likely that more passes than 
expected at NASA's Deep Space Network will occur, 
increasing the da a return by perhaps a factor 2 to 4. A 

total of over 10'' bits is thus likely to be returned 
during the nominal mission. 

The imaging spectrometer could produce a spectrum of 
reflected solar radiation in approximately 256 spectral 
channels between 0.35 and 5.0 um (micrometers) for at 
least a 1-km-wide strip along the spacecraft ground track 
(one spectrum every one-third second) on the sunlit 
hemisphere. This acquisition sequence would produce 
about lo8 spectra during the normal mission. In 
addition, a number of spectral bands will be chosen to 
construct full images to provide the geological context 
for interpreting the full spectral data. In addition, 
there would be special observations, e.g., full spectral 
maps of selected areas such as the permanent polar caps. 
It is estimated that this experiment will contrimte 
about 75 ercent of the 1012 data bits to be returned. 

The loP2 bits probably ur.derestimatea the useable 
data to be returned by the imaging spectrometer, for 
there may be a considerable amount of data compression 
and intelligent editing on-board the spacecraft. These 
"unnecess~ry" bits dill be restored during ground 
processing when analyzing and displaying the data as 
Spectra and images. This procedure may lead to perhaps 
an order of magnitude increase in the number of data bits 
to be handled on the ground as compared to those trans- 
mitted from the spacecraft. 

The gamma-ray spectrometer would have an uncompressed 
data rate of up to about 2,0C3 bps and would operate 
throughout the mission. The data would consist of energy 
flux spectra that would be integrated, perhaps on-board 
the spacecraft, to produce higher and higher signal-to- 
noise spectra for smaller and smaller surface areas as 
the global integration continues. These gamma-ray data 
would probably be processed and reprocessed as the mission 
continues. 

The radar altirrteter is likely to make specific readings 
once every 2 seconds for an approximately 2 x 2 km foot- 
print throughout the mission. These data would be con- 
verted to distances between tne surface and the space- 



c r a f t ,  and t h e n  to s u r f a c e  h e i y h t s  above a c e n t e r  cT mass 
a s  t h e  o r b i t  and s p a c e c r a f t  p o s i t i o n s  are determined.  

The a l t i m e t r y  and gamma-ray d a t a  wovld be p rocessed  
i n t o  maps 3t topography and e l e m e n t a l  c o n c e n t r a t i o n  and 
t h e n  be made a v a i l a b l e  f o r  comparison and i n t e g r a t i o n  
w i t h  o t h e r  d a t a  sets. 

The VIMS m u l t i s p e c t r a l  map d a t a  would probably  be 
processed a s  a s t a c k  o f  r e g i s t e r e d  images, and i f  enough 
s p e c t r a l  bands were inc luded,  s p e c t r a  cou ld  be e x t r a c t e d  
and combined wi th  t h e  more complete s p e c t r a  f o r  a n a l y s i s  
aimed a t  mapping mine ra l  chemis t ry .  The r e f l e c t i o n  
s p e c t r a  would have t o  be i n d i v i d u a l l y  analyzec' t o  d e t e r -  
mine mineralogy.  Mineralogy maps would be developed a s  
s e p a r a t e ,  d e r i v e d  d a t a  bases.  

h wide v a r i e t y  of  s c i e n c e  d i s c i p l i n e s  and communities 
would wish t o  use  t h e  MGCO d a t a ,  f o r  s t u d i e s  r e l a t e d  to  
Mar t i an  c l i m a t e ,  v o l a t i l e  c y c l e s ,  s u r f a c e  e v o l u t i o n ,  
weather,  and p o l a r  c a p  h i s t o r y .  A l l  t h e  d a t a  sets must 
be a v a i l a b l e  i n  a uniform format.  The most impor tant  
r e s u l t s  would be ob ta ined  by d i g i t a l l y  combining and 
Over laying t h e s e  v a r i e d  d a t a  sets. For example, t h e  
gamma-ray d a t a  would y i e l d  e l emen ta l  composit ion,  w h i l e  
t h e  r e f l e c t i o n  s p e c t r a  would c h a r a c t e r i z e  mine ra l  
chemis t ry ;  t h e s e  must be used i n  con junc t ion  f o r  g r e a t e s t  
r e t u r n .  

A l l  t h e  d a t a  sets should  be r e g i s t e r e d  to  an  image base  
map. The Viking O r b i t e r  d i g i t a l  image d a t a  set should be 
a v a i l a b l e ,  b u t  a t  t h e  moment it is n o t  p r o p e r l y  processed.  
The e f f o r t  needed t o  d e c a l i b r a t e  t h e  Viking d a t a  a l o n e  is 
a l a r g e  one,  w i th  4 T b i t s  of d a t a  being a v a i l a b l e .  

There  w i l l  be a number of i n v e s t i g a t o r  home i n s t i t u -  
t l o n s  p a r t i c i p a t i n g  i n  t h e  miss ion  d a t a  p rocess ing  and 
pos tmiss ion  d a t a  a n a l y s i s ,  because o f  t h e  wide range  o f  
s c i e n c e  d i s c i p l i n e s  and measurement techniques .  Data  
manipula t ion  should  occur  a t  t h e s e  i n s t i t u t i o n s ,  and 
exchange of d a t a  sets and even remote p rocess ing  w i l l  
p robably  be r equ i r ed .  

I n  summary, t h e  major c h a l l e n g e  o f  t h e  MCGO h i s s i o n  is 
i n  t h e  d a t a  handl ing .  For ground-based a n a l y s i s ,  pe rhaps  
ove r  10 T b i t s  w i l l  be involved.  A v a r i e t y  o f  g l o b a l  d a t a  
s e t s  w i l l  be produced, which must be r e g i s t e r e d  t o  image 
d a t a  from a p rev ious  miss ion  (Vik ing ) .  The MCGO g l o b a l  
d a t a  sets w i l l  p robably  be produced a t  s e v e r a l  i n s t i t u -  
t i o n s  a s  t h e  mapping mispion is  under way, and most d a t a  
s e t s  w i l l  r e q u i r e  s e v e r a l  r ep rocess ing  i n t e r a c t i o n s  
dur ing  t h e  mission.  The g l o b a l  d a t a  s e t s  must be 
a v a i l a b l e  a s  r e sources  t o  a wide v a r i e t y  of s c i e n t i s t s  a t  



different lccations during and after the mission for 
I 
I comparison and consideration, in order to reap the full 

scientific benefits of HGCO. 

3.E. SOLAR AND SPACE PHYSICS SCENARIOS 

In this section we ~oncentrate on how the science 
community would acquire data from the Global Geospace 
Study, where large data volumes, a variety of data, and a 
numoer of facilities and institutions will be involved. 

Several misoions have been suggested in the solar and 
space physics (SSP) area for the late 1980s and 1990s. 
These missions would differ from previ~*~s SSP missions, 
both because the particles and fields instruments would 
be mucn more sophisticated and because there would be 
much greater emphasis on auroral imaging observations. 
Not cnly will the volume of data increase, but to achieve 
the scientific objectives it will be necessary to study 
simultaneously data from several spacecraft and from 
several instruments on each. These missions will place 
increased demands on SSDMUs charged with handling, 
processing, and storing the data. 

Of all the SSP activities, the Global Geospace Study 
(GGS), which is part of the six-spacecraft International 
Solar Terrestrial Physics (ISTP) mission (see Table 3.3), 
will be the most complex. During the nominal missions (2 
to 3 years depending on the satellite), the telemetry 
stream from ISTP will produce 4 s 1013 bits of data for 
GGS. Abcut one-third of the data will be imaging data. 
The GGS archive will contain more than an order of 
magnitude more magnetosphere data than is currently 
stored in the magnetosphere and upper atmospher a archives 
at NSSDC. This mission will set the upper limit on the 
SSP data system for the 1990s. 

Since the goal of the GGS mission is to study the flow 
of energy and momentum through the solar wind- 
magnetosphere-i~nosphere system, the data system must be 
one that facilitates the exchange of data from both 
satellite-borne experiments and ground-based instruments. 
The GSS will include four spacecraft: three from the 
United States and one from Japan. In addition, many of 
the investigators associated with GGS are from Japan and 
Europe. The data system must: support those investigations 
as well as those in the United States. Clearly, exchange 
of information and data across federal agencies and 
international boundaries is key to the success of GGS. 



Computation and d a t a  management p lans  f o r  t h e  GGS a r e  
re la t fs-s ly  mature. We t h e r e f o r e  d i e c u s s  them i n  term of  
how u s e r s  would acqu i re  and analyze GGS da ta .  P resen t  
p lane  c a l l  f o r  t h e  GGS d a t a  system t o  c o n s i s t  of a 
Cent ra l  Data Handling F a c i l i t y  (CDHF) p l u s  26 Remote 
I m e s t i g a t o r  F a c i l i t i e e  (RIF) a t  i n v e s t i g a t o r s '  home 
h e t i t u t i o n s .  Some of t h e  RIFs w i l l  be loca ted  a t  
non-NASA sites, including o t h e r  countries. The RIFs w i l l  
be l inked t o  t h e  CDHF by 9600 baud roaaunica t ions  l i n e s .  
The CDMP is scheduled to have a master d a t a  base t h a t  
w i l l  hold a l l  e d i t e d  (removed from telemetry stream and 
placed i n  instrument format) d a t a  p l u s  higher-lewel d a t a  
products produced by t h e  i n v e s t i g a t o r s  a t  t h e  RIFs. The 
sc ience  repos i to ry  w i l l  c o n s i s t  of e d i t e d  d a t a ,  sof tware 
to process  t h e  da ta ,  processed d a t a ,  and a key p a r m t e r  
archive. The key parameter d a t a  set would c o n s i s t  o f  l o w  
time r e s o l u t i o n  d a t a  (up to 10 parameters per instrument) 
t h a t  w i l l  provide a brawse c a p a b i l i t y  s o  t h a t  a user  can  
select t h e  d a t a  type  and d a t a  i n t e r v a l s  he needs f o r  h i s  
study. The d i g i t a l  key parameter d a t a  shotlld be a ~ c e s -  
s i S l e  over t h e  9600 baud coaununications l i n e s .  Key 
parameter d a t a  w i l l  a l s o  be a v a i l a b l e  on microfiche. The 
CDHF w i l l  probably provide each RIF with  o p t i c a l  d i s k s  
t h a t  con ta in  a l l  e d i t e d  d a t a  from a l l  instruments on a 
given spacecra f t  p l u s  d e f i n i t i v e  o r b i t  and a l t i t u d e  
data .  These d a t a  p l u s  t h e  processing sof tware from t h e  
CDHF arch ive  w i l l  provide t h e  u s e r s  of each RIF access  t o  
a l l  of t h e  da ta .  

I n  a d d i t i o n  t o  t h e  key parameters and e d i t e d  da ta ,  t h e  
CDHF w i l l  con ta in  event  da ta .  The event d a t a  w i l l  c o n s i s t  
o f  p o r t i o n s  of t h e  d a t a  s e l e c t e d  because they a r e  of 
s p e c i a l  i n t e r e s t .  These d a t a  w i l l  be thoroughly processed 
a t  t h e  RIPS and re turned t o  t h e  CDifF, which w i l l  make 
them a v a i l a b l e  t o  t h e  community. The d a t a  should be 
a v a i l a b l e  v i a  t h e  communications l i n e s .  

S c i e n t i f i c  access  t o  t h e  GGS d a t a  w i l l  be through t h e  
RIFs. Users no t  a t  an RIP site w i l l  communicate with t h e  
RIPS e i t h e r  by using dial -up telephone l i n e s  o r  by using 
a communications network s i m i l a r  to t h e  SPAN network ( a e e  
Chapter 6 ) .  The RIP w i l l  provide a n a l y s i s  software and 
graph ics  support  f o r  its users.  Frequently,  t h e  sc ience  
use rs  w i l l  browse t h e  key parameter f i l e s  t o  s e l e c t  t h e  
i n t e r v a l s  f o r  study. I f  t h e  user  wishes t o  use d a t a  from 
one of t h e  i n t e r e s t i n g  s p e c i a l  "events" t h a t  have been 
designated Dy t h e  community f o r  d e t a i l e d  study, he w i l l  
be a b l e  t o  ob ta in  f u l l y  processed event  d a t a  from t h e  
CDHF through t h e  RIF f o r  h i s  study. I f  he requ i res  



high-resolution d a t a  f o r  an i n t e r v a l  not  i n  t h e  even t  
d a t a  s o t ,  he  can  o b t a i n  them frcna t h e  e d i t e d  d a t a  f i l e  
s to red  on o p t i c a l  d i s k s  a t  each RIP. Each p r i n c i p a l  
inves t iga to r  w i l l  provide t h e  CDBF w i t h  eoftware t o  
process  t h e  d a t a  from h i e  instrument. The uaer w i l l  b e  
expected t o  process  t h e  edited d a t a  by using t h i s  
eof tware. 

3 .F. LAND, OCEAN, AND ATMOSPBERIC SCIENCES SCENARIOS 

The land, ocean, and atmospheric sc iences  i n  t h e  nex t  
decade o f f e r  major cha l lenges  t o  computation and d a t a  
management, s i n c e  a v a r i e t y  o f  NASA and nowNASA d a t a ,  
both of spacecra f t  and ground-based v a r i e t i e s ,  w i l l  be 
needed t o  answer many s c i e n t i f i c  quest ions .  We i l l u s t r a t e  
t h e  p o t e n t i a l  complexi t ies  with two scenar ios ,  one deal ing 
with vegetqt ion biomass and one with t h e  E a r t h ' s  r a d i a t i o n  
budget. 

3.F.1. Vegetation Biomsss, Product iviry  Estiwu;t;on, and 
Large Area Inventory 

I n  t h i s  sec t ion ,  we d i s c c s s  arb e,rth F.,, . .-2 research 
p r o j e c t  where d iverse  d a t a  s e t s  rcrr need/.,;: ;. , c h i e v ~  
ob jec t ives .  Even sc, * 9e p r o j e c t  is of . eiarively s .w-  ; 
scope, involving rmo:. sensing d a t a  c . - * , t ~ n l ~ ~  c'c 7~r, ,ent ,  
and not  including ravanced sensor d a t s  t..at we m;. , La 
a v a i l a b l e  i n  t h e  !3'-3s i n  o r b i t  {see Butler et EL., j,>!44, 
and Earth  Obszrvinq bsas System descript ion i ~ :  ?,bs.;.;,,:e: 
6 ) .  The work . - - =m?I.icatd f!:rther 2~ the  involvement 
of a number -r in6t i t i rkio: i~ and t h ~  need t o  rr7::dfnr data 
and informatic..; L U B ~ i i  i n s t i t u t i m s .  

The go313 of tks , . > j z z t  wov?.: ks (1) to develop 
methods + ;I- ; : : ~ : t  ;lra - i . : s r - ~ l y ,  !.. .... , a t e  sensinq, hicrrr,a~, 
and 736 1:;: bq ~ t ' )  , l r j - v y t i  :..: , r e s t r i a l  vegeto'. '  ... i n  a 
boreal ': -.-.-: ?%tt-jnt- .. *;. - . -... 7 i and ( 2 )  t3 9 .LOU 

. :ss, cr iq ,pr  i ; j  :>;,~ja; l  yw. 2 .apced satcdl. <. - ij- . 
Very Iilgi: l e 3 ? i u c i n  Rad tc ... ::.-?* ::,.\;r?.3) .+. , . 
assesriirrq and j xproir:r.? -:I+ .- .A;;:??. . +pc - ~ e - . : ? t -  m a 1  
accuracy of sajor a ,-.;.zi-C saor;r:e: ; z  :sni . - ~ l - s , ; a  E 

'.and cover isEarmat:. - .  :; li: ?.P- -, ,::I WOL a:. Lead .. 'tn 
11nprov?~: - ?erstanding i : f  ~ r 5 . l . .  - .r'ir. c n a r a c t z r i s t a ~ s  and 
procaaa. Y,  such ds b i ~ p w ~ j r  c h a r a c ; ~ :  f s t i c s  [ l e a f  a re :  
index, ;~oms.~,9 x i  primary y r - M ~ c t i v i r ; ,  can- , tempera- 



t l s r - .  and a:mdo) , airdl plar~t pkgaf alcqical. prweiseo 
(evapotranspiration, photoayncheeia., and reupfration). 

The abi l i ty  ::o infer key vegetatbor characr;rrw?sti!:z 
from remotely deneed dats fa principal t o  the man01~y of 
la rgcrca le  rerearch. Aa a fire;: step, clorre-rerrge 
spectral signaturrrr of vegetartlan, collect jd f rea  a 
l o r a l t i t u d e  platfc?im, vould L3e correL&:t-., with s ~ c h  
laboratory measurements 8s leaf refltstance. Phase data 
would then be used ao a basis for cwiparieon wi+.h higher- 
a l t i t ~ ~ d e  wcaeuremen':a from airctsf l and epaceeraft 
(Lands . , NOAA AVHRR) , where atraspheric conditions 
attenuate and dis tor t  the characteristics of these 
signatures. 

A s  a sec\~nd step, manual interpretation and machine 
classification of Landsat and NOAk AVHRR data wuld be 
done t o  s t ra t i fy  vegetation and other land covers into 
broad, physiognomic categories (based on vegetation 
structure) s u f  table for global comparisons. Aerial 
photoqra~hs, f ie ld  reconnaissance and other sources would 
be used far accuracy verification. T h i s  rpproach 
prc*v;des both a conparison for current information 
sources, and en assessment of the methodology of very 
large at 5 -  vegetation zapping. 

.Pk? data m z ~ a g ~ ~ e n t  and processing tacks that would be 
involved in th i s  project are very cciaplex and would 
involve divtrfir data sources and distributed investiga- 
tors. Prelir<.rary ir.vestigations of t h i s  type with 
urriver: ,ty ":nd Nkt'2 center participation have demnstrated 
tni.; tbc. .:cuplaxit;. l i m i t s  the rate and efficiency of 
.:ne5.jsis and magnitude ui effort  i n  several ways. 

1. ?he necessity of transferring graphic and tabular 
4ata sf i-s between institutions for proofreading, reqistra- 
ti:,:, etc., w i l l  be a aajor limiting factor on the speed 
a n d  efficiency of data analysis. A t  several stages, 
foi.ns, l ist ings,  or tapes m u s t  be sailed &tween insti tu- 
tions anu format3 converted. Ar?:,Lyqif. of sow data could 
be delayed oy several months, impeding planning fcr 
further work. In addition, co,?siclerable human resmrcee 
could be consumed i n  essentially ~lonpzoductive work. 

2 -  The size a ~ d  corr. leteness of! t h i s  atudy and others 
l i ~ e  i t  would 0~ limited by the abi l i ty  to  zccess and 
calibrate large dz+-a sets. Correlative da;a-- 
topngraphif; 1, meteurolqica.?. , historical, ett'. --ace 
crucaal undzrstar-din;. patteri.s st. 3ied. Independcqt 
a ~ q i .  3 i t i m  of sucL data is impractical, LIL? most 
- r i ~ t i n g  dats, .as@.; arc not under NASA control. IT, many 



cased the data are very difficult or time-cc.tsuni-g tu 
obtain. Ready access to !or even knawladge of) dara from 
parallel studies in ottw areas would be very valuable 
for verification 9f goneralit; of patterns. 

3. Discovering, obta4nJ.rq, registering, an,! analysinq 
remotely sensed data other than those gathered specif i- 
ca1I.y for the project would be of such difficulty that 
vaiuable types of data may be unused due to lack of 
knowledge of their existence or resources for making them 
useable. 

kn information systems approach could benefit this 
project in many ways. Sane of the mast important w e a s  
of support might be in the foLl.a.rirq: 

1. Data input: Direct transmie~ion of fieid data 
bett-een field sites and procassinq centers at NASA 
centers and universities could cut procearring time hy an 
order of aagnituae (from months to a few days). Entry or 
conversion of correlative 9at3 (topographic, soils, 
climatic) to acceptable form - \s@uld add to t ' w  potentid 
of the project. 

2. Preprocessing: Registration (band-to-band and 
sensor-to-sensor) and common formsttinq of sensor data 
(!:om Landsat Themtic napper (TM) Jr Multispectral 
Scanner (MLiSj data, AVHRR, scatteroineter, radiometer, 
imayinq spectrometer data, atc.) wc ?Id be of grr-at value 
and hi: .I pr ior'.cy. Efficiency of work would be vastly 
improved if this cou1.d be accomplished within a few weeks 
of data acquisition. klso of value ,'rut leas important) 
would be the capazity to digiti ;e phot-yraphs with 
interactive input from remote pri:.cival investigators 
(PIS). 

3. Analysis: Efficiency of analysis cowld be 
increased if real-time interaction betkeen centers and 
remote investigators in the analys,s process were 
possible. 

4 .  Storage and cataloging: A directory, with 
documentation of correlative data sets held dithin kASA, 
and elsewhere, would be of qrtat value and is of hiqh 
prior i .y . 

5 .  Distribution and networkings Access to odta sets 
referred to in item 4 above, and ability ro overlay them 
digitally in colnnon format wmld be a hiqh p~isity. 
Data, besides being in compatible format, must carry 
docurllentation of quality and type. The time scal: for 
such access should be on the order of a few days, 



Networking of camputere and availability of peripherals 
at NASA centers to provide access by remote investigators 
should be valuable. 

3.F.2. Studies of the Earth's Radiation Budget in the 
Earth Climate Program 

In this scenario we discuss tho research methodology 
to be used as part of the Earth's wadiation BuCqet 
Experiment and thereby illrjtrate challenges imposed by 
data obtained from a number of spacecraft, housed in a 
variety of locatiens, and under various agency controls. 

Models to predict the future climate of the Earth must 
include the role of changes in the Earth's radiation 
budget. The budget is dependent on the relative magni- 
tudes of solar radiation absorbd by the atmoeptere/ 
surface system and that reflected and re-emitted to 
space. These radiative quantities are associated with 
the driving inechanisms of the general circulation and 
involve a complicated interaction between the external 
radiation from the sun, and the interaction of radiation 
with the clouds, oceans, surfaces, and the possibly 
changing composition of the atmosphere. The observa- 
tional data base for an investigation of the radiation 
budget would involve accurate measursnents of the 
external solar rcdiation, together with the radiation 
reflected and amitted from the Earth in the UV to the far 
infrared parts of the spectrum. Rsdiatlve processes in 
the atmosphere also have a stronq diurnal signature. To 
account for these variables, the Earth Radiation Budget 
Experiment (ERSE), will involve observations from sun- 
synchronous polar orbiting weather satellites under NOAA's 
control, a drifting NASA satellite, with supplementary 
measurements made from the set of geostationary satellites 
to provide a more complete set of measurements to reduce 
the possible temporal and spatial sampling errors. 

In one research scenario, an investigator would have 
access to maps of the global radiation budget parameters 
(outgoing longwave flux, albedo, absor~cd solar radia- 
tio~), for all the available satellite observations for 
each .nonth of the year, and on a spatial scale compatible 
with numerical general circulation models. The data on 
t b r  radiation flux from the sun wouid also be available. 
Periods with anomalous measurements would be investigated 
i~ a more detailed manner through access to the daily 
measurements and Shose from the individual spacecraft. 



Researchers w i l l  need t o  be a b l e  to acces8 KMtE d a t a  i n  
ways t h a t  e f f i c i e n t l y  s u m a r i s e  t h e  s p a t i a l  and t h e  
temporal d a t a  obtained during a p r t i c u l a r  per iod of t h e  
mission. With such access, t h e  presence o f  any unusual 
c l i m a t i c  o r  budget fea tu red  r a y  be inves t iga ted  i n  con- 
junct ion with  changes due to s o l a r  forcing,  thereby 
increasing t h e  understanding of s o l a r  e f f e c t s  on weather 
and climate.  

I n  another research scenar io ,  i n v o l ~ i n g  t h e  e f f e c t s  o f  
c louds  i n  t h e  r a d i a t i o n  budget, r e ~ e a r c h e r s  would r e q u i r e  
access  to t h e  d a t a  base housed a s  p a r t  of t h e  In te r -  
n a t i o n a l  S a t e l l i t e  Cloud Climatology P r ? j e c t  (ISCCP) . 
The c o r r e l a t i v e  a2.>surements of t h e  geostat icnary s a t e l -  
l i t e a  shoulc! a l s o  be ava i lab le ,  perhaps by f a c i l i t a t i n g  
access  to t h e  d a t a  bases held by t h e  opera t iona l  s a t e l l i t e  
agencies  (t.g., N O M  i n  t h e  United S t a t e s )  supporting t h e  
weather fo recas t ing  programs. 

3 .  SUMMARY OF COMPUTATION MJD DATA MANACEEISNT m D S  

The l a r g e  volume and rap id  growth of space science 
d a t a ,  doubling every few years ,  is c l e a r l y  one way o f  
gauging t h e  e x t e n t  of t h e  d a t a  management an3 processing 
problems t h a t  need t o  be d e a l t  wi th  i n  planning, imple- 
menting, and operat ing SSDMUs i n  t h e  1980s and 1990s. I n  
add i t ion ,  a s  i l l u s t r a t e d  by t h e  example research 
scenar ios ,  d a t a  from a v a r i e t y  of instruments,  missions,  
and sources  w i l l  be needed t o  canduct much space sc ience  
research during t h i s  e ra .  Data handling and processing 
needs i n  t h e  space sc iences  w i l l  probably grow by more 
than a l i n e a r  p ropor t iona l i ty  with respec t  t o  t h e  d a t a  
growth. I n  add i t ion ,  some of t h e  da ta ,  e s p e c i a l l y  i n  
s o l a r  and space physics  and i n  t h e  e a r t h  sciences ,  w i l l  
come from agencies  o ther  than NASA and some must be 
c o l l e c t e d  i n  t h e  f i e l d .  Challenges c l e a r l y  awai t  i n  
terms of having t h e  a b i l i t y  t o  search a d a t a  s e t ,  t o  
access  t h e  da ta ,  and t o  process  t h e  da ta ,  i n  add i t ion  t o  
problems r e l a t e d  t o  long-term d a t a  cura t ion .  Major 
cha l lenges  awai t  i n  developing t h e  management s t r u c t u r e  
t h a t  w i l l  f a c i l i t a t e  e f f i c i e n t ,  t imely access  t o  d a t a  
from var ious  NAsA missions, d a t a  from non-NASA sources  
and, i n  some cases ,  d a t a  from o t h e r  count r ies .  Such a 
system must access  a geographical ly  d i s t r i b u t e d  s e t  of 
d a t a  bases. 



We n w  draw on information presented in the last 
chapter aboui: space science data voluw grovth rates, and 
the probable uses of the data, in order to extract sets 
of requirements that should be levied on casputatjon and 
data management systems. We also begin to use a nurbcr 
of terms, some of which appear for the first time in this 
report. The terms fall into t w  basic categories: 
definitions of general levels of data p~oceosing and data 
types (Table 4.1) and our definitions of data bases 
(Table 4.2). It is hoped that standard definitions of 
these terms, if followed by the comunity, will alleviate 
some of the confusion associated with the semantics of 
data management and computation as applied to the space 
sciences. 

In the following sections we first consider a general 
model of data flow in the space sciences, distinguishing 
between archives, repositories, and active data bases. 
He then discuss speclfic irtsues related to contents of 
data sets, management of data sets, data directories and 
catalogs, and we end with requirements on data search, 
acceas, and process functions. As noted earlier in this 
report, we stress those aspects related to computation 
and data managelcent once the data are on the ground. 
This stress should not be construed as an indication that 
mission operations activities are not important or 
without associated issues. The realm of rniseion 
Operations, including instrument control and the r d e  of 
on-board processing, will be dealt with in a later report. 
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TABLE 4.1 Definitions of space Science Data Levels and 

T Y P E  

Data Levhi 
or Type Definition Utility 

1. Raw uata 

2. Edited 
data 

3 .  Calibrated 
data 

4. Resampled 
data 

Telemetry data with 
data embedded 

Corrected for telem- 
etry errors and split 
or decomutate2 into a 
data set for a given 
instrument. Sometiles 
called Exper irental 
Data Reccrd. Data are 
also ta~ged with time 
and location of acqui- 
s i tion. Corresponds 
to NASA Level 0 data. 

Edited datn that are 
still in units pro- 
duced by instrumen' 
but that have been 
corrected so that 
values are expressed 
in or are proportionai 
to scme physical unit 
such as radiance. No 
resampling, so edited 
data can be recon- 
structed. NASA Level 
IA. 

Data that have been 
resampled in the time 
or space domains in 
such a way that the 
original edited data 
cannot be recon- 
structed. Could be 
calibrated in addition 

Little use to w e t  
of science corn- 
.unity, except for 
radio sciences 

lide use, espe- 
cially for 
researchers 
familiar with 
instrumentation 

Wide ude, espe- 
cially for 
secondary users 



TADU 4.1 (continued) 

Data Level 
or Type Def isition 

to ki n g  rerunpled. 
NASA Level lB. 

5. Derived Derived results, as 
data aaps, reports, graphs, 

etc. NASA Levels 2 
through 5. 

6. Ancillary Nonscience data needed 
data to generate calibrated 

or resarp~led data 
sets. Consists of 
instrument gains, 
off sets; pointing 
information for 
scan platforms, etc. 

7. Corzelative Other science data 
data needed to interpret 

spaceborne data sets. 
May include ground- 
based data observa- 
tions such as soil 
type or ocean buoy 
measurements of wind 
drift. 

8. User Description of why the 
descrip- data were acquired, 
t ion any peculiarities 

associated with the 
data sets, and enough 
documentation to allow 
secondary user to 
extract information 
from the data. 

Utility 

General way in 
which informati3n 
is transferred 

Needed to be able 
to convert edited 
data to calibrated, 
resampled, or 
derived data sets 

Crucial data in 
many cases to 
provide ground 
truth calibra- 
tion for space- 
borne data 

Important aspect 
associated with the 
data that will be 
even more inportant 
for facility-class 
instruments and for 
secondary users of 
data 

NOTE: We define a secondary user as a researcher not 
involved with instrumentation design, development, or 
data acquisition. A secondary user would normally go to 
a data archive to obtain the required data set. 
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TABU 4.2 Definitions of Selected Data Management Terms 

Term Definition Utili ty 

Data archive Long-lived data baee, 
maintained as a 
national resource a t  
a data center 

Data repository Short-term data base 

Active data 
base 

Data base 

Data catalog 

Data directory 

that serves as way 
B tation or clearinq- 
house for data 

Subsets of data or 
complete data bases 
that are being 
actively used by 
science community 

The actual data, 
either part of an 
archive, repository, 
or active data base 

Descriptions of data 
base in sufficient 
detai l  to  retrieve 
subsets of data. 
Searchable by data 
fields or attributes,  
down to  some level 
of granularity. 

Toplevel index 
containing information 
a bout locat ion, 
ownership, contents 
of data 

:rovidea long-term 
access t o  data 

Variety of uses, 
such as a mission 
data base t o  
support operat ions 
and compilation of 
i n i t i a l  results 

The data t o  use i n  
doing scientific 
research 

Needed t o  do 
research 

The way t o  look 
through a data base 

The f i r s t  step t o  
determining what 
types of data exist  
for given time 
period, location, 
etc. 



4 B S!CYI&S OF DATA MANAGIMENT--RBPOsITORIES, ACTIVE DATA 
BASES, AND ARCHIVES 

It ir ureiul to conrider a general model of data f l a  
from receipt of the data from the spacecraft, to a 
mirsion data syrtem, and eventually to data bases that 
can be accesred by the apace rcience community. With 
this flow model, we can distinguish three different 
styles of SSDMUs: 

1. Repositories, which are facilities that are 
temporary buffers for new data, usually existing only as 
long as the mission producing the data. The data are 
distributed to investigators associated with the mission 
for analyses related to mission operations and first 
science results. Or, the data are processed centrally 
and accessed by investigators. 

2. Active data base sites, which house data actively 
used in ongoing research. Active data bases generally 
outlast a given mission and are maintained as long as the 
science requirements and funding permit. We envisian 
active data bases as generally being under the direct 
control of and housed with the science community, in 
contrast to mission repositories, or the next data set 
type, an archive. 

3.  Archives, which consist of long-lived collections 
of science, operational and related ancillary data, 
located at a eata center, and supported with adequate 
cataloging, protection, and distribution functions. 
Archives are stable data bases that ensure long-trrm 
access to the data by the general space science community. 

It is important to note that the boundaries between 
th.2 three types of SSDMUs sets can overlap. In some 
cates, the three styles can bn supported by one SSDMU, 
depending on both management considerations and the 
technology available. On the other hand, if the opera- 
tions requirements conflict with the science needs, it 
may be necessary to implement a mission data repository 
in a separate SSDMU from an .-,tive data base eite. Or, 
as is the case even today, if the scientific community 
capabla of maintaining active data bases is geographically 
dispersed, a data center supporting a centralized data 
archive could be physicallv separate Zrom active data 
base sites that contain suhasts of the data that are 
topics of ongoing research. Some of these concerns can 
be illustrated in Figure 4.1, which shows a simplified 
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FIGURE 4.1 Conceptual model of Cata f l ~ w  arld activity in 
the space sciences. 

data flow model, with data flow stages of particular 
relevance to repository, active da:a base, and archival 
data types. We will use the term SSDMUs in the rest of 
the chapter to refer to a collective system that meets 
all the requirements, whether physically one entity or 
three (or more in the case of multiple active data bases). 



4.C. DATA SET CONTENTS 

A space scionce data base in a repository, active data 
base site, or an archive, should contain a minimum of 
three categories of datar basic science data in various 
forme; ancillary data, neoded at some level to interpret 
the rcience datar and the basic software tools needed to 
access the data, as well as to perform basic analyses. 
Additional desirable categories of data include mission 
planning data, derived data, correlative data, and tech- 
nical mission specification data. The data bases may 
also be classified as public domain data, temporarily 
proprietary data, and nonpublic data. 

4.C.1. Science Data 

Basic science data must include at least two types: 
edited and calibrated. Edited data, or "Experiment Data 
Records,* should include all the science information 
generated by the experiment. Effects of multiplexing, 
packetization, tape recorder playback, error-correcting 
routines, or othes telemetry transmission/capture 
processes should be removed, but no information skould be 
lost. Retention af useful edited data in most cases can 
be justified since the cost of storage is far less than 
the coat of reprocessing or of re-acquiring the data. 
Data should also be *editedm or structured to a level 
suitable for indexing in a catalog and relating to a 
planned observation (e.g., sorted by time, instrume-t, 
observer, etc .) . 

Calibrated data have instrument signatures removed as 
far as possible. The data have been converced into 
values that are in proportion to standard physical units. 
These corrections often involve temporal or environmental 
dependence, as well sls algorithmic dependence. Thus the 
conditions of the calibration--software utilized, para- 
meters of the instrument, etc.--mst be archived with the 
data. The purpose of archiving data is to establish a 
"best-effort" standard data set that most investigators, 
especially nonexperts in the experiment or discipline, 
can utilize. It has to be expected that individual 
researchers, lor special purposo=s, may apply unique 
calibrations, starting with the edited data. Thus access 
to edited data is needed for secondary users, but need 
not be as convenient as access to the more commonly 
requested calibrated data. In many cases, calibrated and 



resampled data should be stored, along with full des- 
criptions of the processing steps involved in reduction. 
The resampled data are often of the widest interest to 
secondary users because they provide summaries of the 
trends or patterns in the data set. 

4.C.2. Ancillary Dath 

Ancillary data include those data that are necessary 
to calibrate and analyze the basic science data. Obvious 
examples include spacecraft and instrument housekeeping 
(engineering) data, orbit/ephemeris/attitude data, instru- 
ment transformations and alignments, timing data, and 
possibly environmental models. The need for calibr~tion 
data should be especially notad. The goal is to have 
available in a repository, active data base, or archive 
all data needed to fully analyze any given piece of 
science data. Engineering data must be accessible both 
in a fashion suitable for ecience data processing and 
interpretation, and also in repositories for mission- 
operations-related trend analyses and contingency 
analyses. For this latter category, command histories, 
schedules, and similar data that may be necessary to 
reconstruct the configuration of a science instrument or 
ths spacecraft itself when the science data were taken, 
may also be needed. The attitude data referred to above 
may also reasonably include such items as star catalogs, 
if necessary to raconstruct pointing data. 

4.c.3. Software 

Software made accessible with the data becomes 
essential as data basss (active data bases, repositories, 
and archives) become ever more multidisciplinary and 
interdisciplinary and are maintained for long periods of 
time. Tne utilitj of maintaining a set of calibration 
software is obvious, given the fact that calibratioa 
procedures and parameters change with time. Basic 
analysis software which is often instruwnt or discipline 
dependent must also be available for the nonexpsrt user 
of the data base. This software should, in principle, be 
developed (or coordinated) by the same SSDMU that is 
responsible for maintaining the data base, with direct 
scientific involvement, according to reasonably state-of- 
the-art software principles, and should encourage the use 



of higher level language8 and a reasonable degree of 
machine independenae. The capability rhould exirt to add 
userdeveloped software of a n x e  advanced nature an it 
beaomr available, This software base ir a key ingredient 
in efficient utiliration of the data by an ohsite inves- 
tigator, by an external investigator performing remote 
procaaring, and by an external investigator who request8 
both data and software for home institution processing. 

4.C. 4. Mission Planning Data 

Mission planning data include inf omat? x that wer?'c 
into designing and impleawitin3 a given : ?,,rvation. To 
first order, this includes the basic attributes necessary 
to idelrtify the data, including observer, target, scien- 
tific program, instrument, etc. Mission planning data 
are useful within SSWU repository environaents tor the 
misrion planning and scheduling processes, and in all 
three environments for potential users who need to h o w  
what data may be available for research. Mission planning 
data may be contained in the catalog of the data base and 
not in the data base itself. However, other useful 
entries, such as proposal and user records, scientific 
justification, planning constraints, instrument con- 
figuration specifications, etc.. may also be desirable, 
either in the data base or in the catalog. 

In some cases (e.g., X-ray astronomy--Einstein Observa- 
tory), a single cakalog may be used to track science 
proposals, ~bservation scheduling milestones, scheduling 
and timeline data, data acquisition and processing 
milestones, data location, an3 certain reduced results. 
In others, the structure of the data or the .mode of 
acquisition may dictate separate catalogs. The details 
and exact contents of thene catalogs will, of course, be 
discipline dependent. 

4.C.5. Derived Data 

Derived or reduced scientific data are not always 
suitable for archiving, due to the varying desires of 
reeearchers, the varying quality of the analyaes, and the 
potential bulk of data. However, provision8 for adding 
analyzed data to an SSDMU data sletem are a desirable 
feature of a data management system. Obvious examples 
include special calibrations or reduction procedures that 



produce parttcularly useful date sets, such as suaaary 
maps or plots. Tho processing could also involve, far 
example, aophiaticated reaampling tasks that would be 
difficult for small research groups to acoompliah. This 
capability become2 particularly i w r t a n t  in active data 
base and archive ernvironmenta. 

In an archive environment, a aystem that hguses derived 
data can aiao evolve into an "electronic libsarym for a 
specific discipline. As data become more an#$ more 
sophisticated (e.g., multidimensional arrays, deep 
images), normal publication media (e.g., journals) become 
limited in their data presentation capabilities (e.g-, 
tables and image reproductions). One can extrapolate ;he 
"electronic librarya of derived data to include publica- 
tions, which include by reference a reduced ir.age in a 
controlled data base, and then to include an actual 
publication within an archive, with perhaps only abstracts 
circulated in print. 

Perhaps a less fanciful tationale tor retaining derived 
data involves those projects that have large numbers of 
data sets, large consortia of investiqiitors, and a major 
commitment of a given discipline's observational 
resources. Certain reductions may be performed routinely 
and then archived for the benefit of all as derived data 
sets. In astronomy, one can, for example, perform source 
detection or image classification, whereby catalogs of 
astronomical objects can be produced and archived. 

4.C.6. Correlative Data 

The question of correlative data--other scientific 
data that may be used in analyzing and interpreting the 
data--is discipline dependent. As noted in Chapter 3, in 
some disciplines, particularly the earth sciences, access 
to the correlative data sets, many of which are not under 
NASA control, is essential. For other disciplines, such 
as astrophysics, use of correlative data has typically 
been simplistic--source catalogs or overlays for identi- 
fication of new sources. However, as useable dara base 
management systems proliferate, there will be multiple 
sets of comparable data, e.g., data taken at different 
wavelengths. As di.scussed in the last chapter, the 
scientific utility of simultar,eous access to many data 
sets (e.g., for spatial correlations of different "color" 
images, or time variability studies) is obvious. With 
adequate arrangements and appropriate technologies, thee2 



aoxelativa :aka h 3 e s  can ba treated ueparateLy and 
acce8r.d ae no&& from geographically distribtited aetlva 
data beer, repoaitorier, or archival eiteu. 

4 .C.7. Technical Miasion Specif icatlon Data 

Of particular importance to data repouitories, tech- 
nical mission apecificatian data invol.va such docw 
asntation as mission requirements, hardware and software 
specifications ant2 requirements, and design data. 
Instrument descriptions--experinenter notebooks--which 
contain instrument responses and describe how an instru- 
ment operetea, should be included. This documentation is 
often necessary to interpret data, and is just as often 
voluminous and difficult or impossible to track from the 
inception of a project through the utilization of archived 
data year8 or decades later. With the growing acceptance 
of word-processor-generat& documentation, and graphics 
wftware standr. s, it shorlld be feasible to add inatru- 
lvent desctiptions tc the data repository and to later 
transfer the information tu active data base and archive 
site& This requirement, with standardized procedures, 
should be considered seriously for use in future missions. 

4 .D. MANA- OF DATA SETS 

St is axiomatic that an active data base should be 
under the control of an SSDMU where the data are actively 
used in research. The management structure may vary 
depending on the type and scope of the SSDHU and the data 
bawsa A PI institution for an active data base for a 
given experiment; an 'Instituten for a facility-class 
mission that colocatea active data bases and archives; 
or sane other aite or sites for aggregate active data 
bare8 composed of a variety of data. The main driver is 
that the active data base ehould be %lder the direct 
control of active researchers. to help ensure scientific 
utility, with support from a professional staff. The 
SSDMU housing the actual data base should also be 
responsible for certifying the validity (or quality) of 
the contents of the data base. The site must therefore 
have the appropriate scientific reputation, as well as an 
adequate level of support. 

There must also be orovision for maintaining the 
long-term integrity or archives of data. For data 



lccated LC PI institutions, or other active data baeu 
sites, provisions must exist to transfer the data to a 
NASA center or other suitable national facility ii and 
when the active data base sites become "leae active." In 
turn, the archived data should be reviewed periodically 
to determine utility and need for data retention and/or 
continued archiving. 

It is important to note that an SSDMU acting as an 
archive for a qiven discipline may be geographically 
distributee. There could, for example, be multiple SSDMU 
sites, each with an archive from a different mission, 
with different data types or different operational 
requirements. Appropriate catalogs, data base technology, 
and managerial attention, make the physizal location of 
the da :a unimpartant to a remote user. However, u~til 
technology is apptopriately implelaente2, this should not 
encourage the splitting of different portions of the same 
archive (e.g., sciw 2e data and ~nglneering data), unless 
necessary for operational or other reasons. 

4.E. SECURITY AND INTEGRITY OF DATA SETS 

We assame froan the outset that we are dealing with 
apace science data, and that there are no undue require- 
ments for security. There arc then only two high-level 
requirtlaents: preservihg the integrity of the data, and 
preserving the proprietary nature .-A an observer's data. 
The requirements related to access and charging are 
perhaps Setter left to a discussion of wlicie3 but will. 
be briefly mentioned below. 

4.E.l. Integrity 

The utility of a data bas? depends to a large extent 
on the standerds applied tr, data--essentially quality 
control. It is important not t~nly tnat the tools ti, 
fully interpret the data be present but also that the 
processing applied to any calibrated or derived data be 
vely well defined. Any data going into a repository, 
active data base, or an archive should be subject to at 
least minimal quality cmtrol, be it visual inspection, 
limited computer processing, or both. Additioaally, any 
decisions for reprocessing and/or recalibrating data must 
be taken carefully. One of the reasons for h?ving actlve 
bases in addition to archives is to supply this quality 



control. A r ignificant  management responeibility for  any 
SSDMU w i l l  r e s t  rdth the individual who m u s t  approve 
addition: and mcdifications t o  the data baser e s p e c ~ a l l y  
i f  tha t  active data base is t o  become par t  of an archive. 

4.E. 2. Preservation 

Data archives w i l l  l ikely be asse?ltialiy 'write-or.cem 
f a c i l i t i e s #  e.g., they w i l l  consist  of data s e t s  t h a t  
w i l l  not be modified a s  frequently a s  data i n  active data 
base sitr?s. I t  is assumed tha t  some combination of 
levela CI& password protection and protection against 
remote archive u~da t ing  w i l l  be adequate t o  safeguard the 
on-Line archive, a s  l o n ~  as  an off-line, pnysically 
separate duplicate copy of the archive is maintained a s  
well. I t  is inportant that  *securityn measures do not 
significantly af fect  archive u t i l i t y .  

4.E.3, Proprietary Data 

Moat missions, whether consisting of PI  or  fac i l i ty-  
s l a s s  experiments, allow an observer t o  have sole access 
t o  h is  or her data in  the repository for a given amount 
of time. Phus it m u s t  be pmsible t o  preserve proprietary 
r ights  for the required time. Similar considerations 
w i l l  apply t o  proposal data, and possibly t o  cer ta in  
software. Again, it i s  assumed tha t  password protecLion 
is adequate, although encryption of data might be 
considered desirable in some circumstances. Any data 
that  is truly secret i s  probabiy inapp opriate for a 
sc ien t i f i c  d a t l  base. 

4.E. 4. Operational Security 

I t  i s  probable that  portions of a data bast in a 
repooitorv may be needed on-line in a zission opera t ims 
environment. These subsets include planning and 
scheduling data, cormand groups, guide s t a r  data, e tc .  
lhese data must be specially safeguarded. Furthermore, 
operational needs qay also drive requirements for 
redundancy and r e l i a b i l i t y  in  the data base nanagement 
system. I n  order t o  balance operational needs w i t h  
remote sc ien t i f i c  access, it may be necessary t o  keep 



operational data meparately and/or copy it to an on-line 
system aa appropriate. 

4.E.5. Remote AcCtS6 nanagement 

The need for wide access to data sets must be balanced 
with the allocation of limited ;esources and the need for 
accounting. At the current time, NASA typically funds 
individual observers to carry out data analysis. In 
addition, NASA has the responsibility to support data 
dissemination to the public (i.e., the primary NSSDC 
function). As renute access (and remote computing) 
become more powerful, the distinction between the various 
types of users and modes of utilization will decrease. 
Moreover, sophisticated catalog searches, browsing, and 
data selection and transmission could use a substantial 
level of computer resources. 

It is clear that at one extreme, basic inquiries and 
data requests must be supported on a level of effort 
basis, while at the other, sophisticated access and 
remote processing must be made available to the funded 
users. Detailed policies in this area will o~viously 
depend on relative levels of funding and the cost- 
effectiveness of vazious technologies. We return to this 
topic in Chapter 6. 

4 . F .  DATA CATALOGS AND SEARCH FUNCTIONS 

4.F.l. Directory 

A data directory (see Table 4.2) satisfies the need to 
let potential users know about tne existence of a data 
set. There should be directories that docment the 
existence of important space science data sets. This 
function is especially important in an archival SSDMU 
environment. These directories should cmtain high-level 
descriptions of the data set contents, including such 
ir.formation as to types of data, sizes of data bases, and 
time coverx~es. Detailed instructions on how to access 
the detailed data base catalogs are also needed. Whether 
or not the directories are centralized at one SSDMU or 
distributed among a number of them does not aatter, 
although the size of the directories should be quite 
small. The important Faints are that there must be a 
"central directory" that is well publicized, and the 



wrna t o  interrogate it muat be very ahple .  In mme 
dimipline8, particularly solar and space phyaica and 
earth aciencer, accesa t o  relevant nowNASA data would be 
greatly faci l i ta ted if users could examine directories 
that include theme data and then be directed t o  the 
appropriate catalogs. Transparency t o  the user is 
important, so that a minimum of query languages need be 
learned. 

4 .P .2 ,  Data Baee Catalogs 

There should be sophisticated catalogs of the 
individual data base contents for repositories, active 
data bases, and especially for archival data bases. 
These data bases must have basic "smart" capabili t ies for 
browsing: a t t r ibute  searches, a t t r ibute  relations, and 
nonexpert friendliness as  well as expert efficiency. The 
capability for user-specific processing is also desirable. 
The attributes used in the catalog for a given data base 
w i l l  be discipline dependent in  many casss; it is neces- 
sary for the user cornunity t o  define the apprqr ia te  
attributes as  well as  t o  specify the required granularity 
of the catalog. Whether or not these catalogs are 
totally distributed or are redundantly kept a t  s central  
SSDMU location is again not a major issue. Science 
control of the catalog is the important point. 

For a sufficiently cohesive discipline domain, it may 
even be possible to  L:? a natural language a r t i f i c i a l  
intelligence type of query system that could translate 
requests a t  aome raodeet level and deposit the uaer a t  the 
proper level in a structured query system. However, any 
system mus t  be eensitive to  the beginning user as well a s  
the intermediate or very sophisticated user. The user 
mus t  be ablo to se t  the support level of the system t o  
the capabilittes he feels h e  poasessvs a t  the t i m e  of any 
query session. 

Search capability in a rather large data base can be 
very taxiug on an SSDMU'S computational capabilities. 
For example, in a large library system, the card catalog 
usually is organized along three specific lines: sub- 
jects, authors, and t i t l es .  A query that asked t h i s  
system to identify and locate books on planetary satel-  
l i t e  surfaces, or texts authored by A.G.W. Cameron, or 
the location of "The Physics of Planetary Interiors" 
would probably be successful. Sowever, i f  one were t o  
ask t h i s  same system to find a l l  the works written by 



English meteorologists in the period fror 1923 to 1932, 
it is not likely that any response would be forthcoming 
without enc'rrous effcrt, because the data base is not 
organized to handle this kind of query efficiently. 
Therefore it is moat important to (1) design the 
catalcy/query system to be able to handle efficiently the 
moat c o c o n  types of requests in that discipline, and (2 )  
supply enough corputer resources to perform this search 
for that discipline -unity. 

Another aspect of this issue deals with the need to 
support catalog queries along new and mnonclassicalm 
lines. Since there are a near-infinity of ways to 
organize the data base, many reformulations are likely 
over its lifetime. It must be possible to add new 
relations relatively easily, without major disruption. 

4. F. 3. Remote Access 

There is a need for remote access to the directories 
and data catalogs, especially in an archival SSDMU 
environment. There should be no need to physically visit 
an archive location to determine whether a data set 
exists. For the purposes described above, as well as for 
data requests, a normal lorrate modem (300 to 9600 baud) 
is addquate. However, for data browsing (see below) 
there will be communications/remote processing/data 
distribution trade-offs. 

4.G. DATA BROWSING, ACCESSING, AND PROCESSING FUNCTIONS 

4.G.1. Browsing 

The browse capability involves, at a minimum, 
interrogation of the catalog via attribute searches as 
discussed above. However, data utility is more readily 
established by inspection of the data proper. Depending 
on the discipline, the type of data, and the type of 
study, there is a vast spectrum of types of browsing. 
For lorvolume data (e.g., several bytes per measurement), 
eritire data sets may be scannec. For large data volumes 
(high resolution spectra, images), different strategies 
are needed. Single frames may be selected from a large 
set to determine feasibility of a study. Depending on 
the available communication link, .:ertain data may be 
extracted and transmitted (e.g., a lorresolution or 



lordynamic range image) . Such browse-level data may 
a180 bo made available on widely disseminated media 
(e.g., video dirk) fdr local inrpection via inexpensive 
camputor and/or image display system. This latter type 
of approach is fea8ible with current technology. On the 
other hand, we can a180 imagine a requirement to inter- 
actively browse through data to help decide what new set 
of observations to acquire during a mission. This 
repositoty-styla browsing may not be consistent with the 
long lead time needed for distribution of video disks. 
Electronic access may be required. 

All of the above reqrire the existence of certain 
standards and pratocols for directory, catalog, and data 
access. These will likely be discipline dependent and 
thus should be established with the involvement of the 
science community, hopefully following more generally 
est.cblished guidelines. 

4.G.2. Data Accessing 

After establishing the utility of certain data, it may 
be necessary to obtain a subset or even the full set of 
data meeting the user's needs. The data request mode 
again should depend on the type and amount of data, and 
the communications capability. A data reqaest may involve 
direct transmission of a data record, subsequent mailing 
of a tape, floppy disk or optical disk, or subsequent 
transmission of the data via a wideband link. These will 
again involve trade-offs between speed of response and 
cost. This is especially true when technology allows 
large numbers of data to be kept on-line. 

All of the above discussion on access implies the 
existence of communications capability. Minimum require- 
ments for efficient browsing, and remote processing range 
from 300 to 9600 oaud, while large-volume data trans- 
mission probably requires access to at least 56-kbps 
communications. Transfer of array-oriented data could 
involve megabit capability if near-real time access is 
required. Since most requirements do not involve con- 
tinuous communications, it appears highly desirable to 
establish some wideband shared communications network, 
joining the appropriate space science data bases with 
each other as well as with their user communities. It is 
important, however, to keep cost and timeliness require- 
ments in mind when discussing electronic communications. 
Any such network should not be implemented at the expense 



of data asalysis and basic research in a given discipline. 
In additbn, the most efficient w a n e  of sending data may 
very well be to distribute high-volume data sets widely 
with such technolqias as high-density magnetic or optical 
media. The main use for wideband electronic coraaunica- 
tions may be to support rapid looks at data from 
repositories to support mission operations. 

4.G. 3. Data Processing 

Once the data are acquired, the complex step of dcta 
reduction and science processing begins. A recurring 
issue within NASA and its research community involves 
adequate support for data analysis. Certain functions 
clearly should be supported in an SSDMU that has in its 
charter the housing of an archive, repository, or active 
data base: these include, at a minimum, simple directory 
and catalog queries, and requests for small amounts of 
data. However, support for decalibrating and analyzing 
data, whether at the data base site or at a user's home 
institution, must clearly exist if the system is to have 
real value. 

Allowing an archive or an active data base to be 
established at an SSDMU implies that some fanding for 
l x a l  data analysis will exist. This support could k 
increased to cover wapprovedw outside users. This will 
be the case for the Space Telescope Science Institute, 
which is expected to supply Support to both general 
observers and archival researchers at the STScI and at 
their home institucions. It is likely that larger SSDMUs 
will develop software for data reduction and analysis. 
Care should be given to develop the software in higher 
level languages and in reasonably machine-independent 
form. Then, the software can be distributed to smaller 
groups, thereby easing software development casts and 
enhancing communication and data transfer among the 
science community. 

Remote processing alleviates some (but by no means 
all) of the requirements for large-scale data diatribu- 
tion and redundant computer facilities. Data ocessiny 
tasks that require large numbers of data and/o~ .:pecial- 
purpose hardware (e.g., large array processors, super- 
computers, dedicated algorithm processors) may be more 
efficiently done at a central site than at a researcher's 
home institution. In addition, there will likely slways 
De some researchers without access to adequate computer 



facilities. Thu capability for remote prooersing rhould 
be irherent at any data base site housing data available 
to the research community; the technical details and 
management policies will depend on the discipline and the 
resources available. 

In summary, adequate computational capabilities should 
exist to support directory and catalog searches, data 
browsing and accessing, and data processing. These 
capabilities should meet the needs of missions and 
research and analysis programs ar.d the needs associated 
with long-term data curation. 



5. TECHNO3XXN T-S AND ISSUES RBLgVAEIT TO 
SPACE SCIENCE DATA MANAGEMBNT UNITS 

For I dipped into the future, far 88 h r ~ a  eye a w l ,  
m e . .  . 

A l f  r d ,  Wd T o J I ~ ~ ~  

Based on t h e  p r o j e c r i o n s  made i n  Chapter 3 regarding 
d a t a  growth, toge ther  wi th  t h e  developing complexity o f  
use r  needs expressed i n  Chapters  3 and 4, we Jee t i  rap id  
e s c a l a t i o n  of demands being placea on sof tware  anti 
hareware technology. An inc rease  i n  m u l t i d i s c i p l i n a r y  
and i n t e r d i s c i p l i n a r y  s t u d i e s  t h a t  r e q u i r e  t h a t  d a t a  from 
more than  one source  be combined p l a c e s  p a r t i c u l i i r l y  
s t r i n g e n t  demands on technology, s i n c e  t h e  d a t a  a r e  
l i k e l y  to be geographical ly  d i s t r i b u t e d .  The c o s t  of 
ident i f - l ing,  br inging toge ther ,  and j o i n t l y  anal.yzing 
d a t a  from more than one instrument o r  spacecra f t  o r  from 
more than one a rch ive  is considerably  g r e a t e r  than  
process ing d a t a  from a s i n g l e  source. The inc reases  i n  
communications, process ing,  and s t o r a g e  needs due t o  such 
complexi t ies  a r e  hard t o  p r e d i c t .  We use an envelope of 
demands de r ived  from t h e  research scenar ios  discussed i n  
Chapter 3, toge ther  with bas ic  concepts  from information 
theory,  t o  p r o j e c t  t h e s e  increases .  

We f i r s t  d i s c u s s  c u r r e n t  c a p a b i l i t i e s  f o r  technologies  
of  i n t e r e s t  t o  SSDMUs and make p r o j e c t i o n s  of hardware 
and sof tware  improvements. La te r  we consider  how t h e  
demands made by inc reases  i n  d a t a  volume and user  expec- 
t a t i o n s ,  dxumented previously ,  match t h e  c a p a b i l i t y  
inc reases  we expect from technology. F i n a l l y ,  we i d e n t i f y  
problems and bot t lenecks ,  a s  well a s  technology oppor- 
t u n i t i e s ,  and conclude with  recommendations f o r  f u t u r e  
technology investment by NASA. 

We use  t h e  term "demands" here  i n  a sense  t h a t  is 
c l o s e  t o  t h e  term "requirements" but  wi th  t h e  p rov i so  
t h a t  we cannot  be s u r e  whether a l l  demands placed on 
technology c a n  be met. 



When m make ertimter about future rcientific com- 
putation and data management capabilitier, we conoider 
only thore we can expect to be asarlable to the rpace 
raientif ic comunity. This includes technologier that, 
with a high level of confidence, will ba in widespread 
coarwrcial use or can be easily adapted from commaercial 
productr. We do not roe that space wience requirements 
will be driving the progreso of technolagy in the computer 
hardware and software areas to a major extent. Exceptions 
where opportunities exist for NASA to provide deveiopments 
to meet its unique needs will be noted. 

We address the question of the cost of new computing 
technology indirectly. We assume, for purposes of pro- 
jecting increases in available technology, that funding 
for data management and computation to support SSDHUs, 
including individual research projects, academic labora- 
tories, and large centralized computing organizations, 
will remain approximately constant, scaled for inflation. 
The constant funding will enable the researchers, working 
in a variety of institutions, to buy haruirlare of signifi- 
cantly increasing capability in the future, but it is not 
clear if an era of constant funding for computation and 
data management will suffice to meet the computation and 
data management requirements discussed in this rsport. 
Thus we pay particular attention to whether user demands 
can be met in an environment of constant funding. 

5.B.  EXISTING AND PROJECTED HARDWARE CAPABILITIES 

5. B.  1. General Technolwy 

The rapid progress of computer technoloyy is a well- 
established and well-documented fact. Computer systems 
are improving, and we can expect this development to 
continue into che foreseeable future. In this section we 
will project technological capabilities in five creas of 
computer hardware technology: (1) processing speed, ( 2 )  
input-output bandwidth, ( 3 )  storage volume, (4) comunica- 
tion speed, and (5) data display and presentation. 

A balance of these capabilities must exist at the 
various system categoriea that we project to be typical 
in the years to come- if the demands for data search, 
access, and process functions described in Chapter 4 are 
to bc met. Our projections depend on expectations for 
commerci~lly available technology rather than the capabil- 
ities of raw computer chips or novel specialized architec- 



tu res .  Our pro jec t ion6  a l s o  include f a c t o r s  t h a t  account  
, f o r  t h e  expected n e t  e f f e c t i v e n e s s  of t h e s e  technolcqiee .  

S p e c i i i c  assumptions made w i l l  be indicated.  
The next  t h r e e  subsec t ions  d e a l  wi th  t h r e e  c a t e g o r i e s  

of process ing qystems and t h e i r  c a p a b i l i t i e s :  work 
s t a t i o n s ,  local mult iuser  system3, and high-apeud scien- 
t i f i c  processors.  These t h r e e  Aystem c a t e g o r i e s  a r e  
u s u a l l y  asoociated with  c e r t a i n  c a t e g o r i e s  of SSDMUs. 

5.B.2. Single-User Work S t a t i o n s  

Single-user work  s t a t i o n s  a r e  a r e l a t i v e l y  new 
development i n  computer technology. Work s t a t i o n s  a r e  
d i s t i n g u i s h e d  by being o r i e n t e d  toward highly i n t e r a c t i v e  
l o c a l  use,  t y p i c a l l y  by a s i n g l e  user  a t  a time. They 
have become e s s e n t i a l  tools f o r  mechanical and e l e c t r o n i c  
design a c t i v l  t i e s .  Only i n  a few c a s e s  a r e  they c u r r e n t l y  
being used t o  process  d a t a  from apacecra f t  observat ions .  
The work s t a t i o n s  c u r r e n t l y  found i n  use  i n  t h e  space 
s c i e n c e s  have t y p i c a l l y  been assembled by resea rch  groups 
having g r e a t e r  than average computatLona1 and engineer ing 
c a p a b i l i t y  in-house. 

We s e e  a g r e a t  l e v e l  of commercial a c t i v i t y  i n  making 
these  work s t a t i o n s  more broadly a v a i l a b l e  i n  t h e  near  
f u t u r e .  T h i s  a c t i v i t y  is being d r iven  by t h e  c o s t  
r educ t ions  being made p o s s i b l e  through Very Largo S c a l e  
I n t e g r a t i o n  (VLSI). Table  5.1 shows our p r o j e c t i o n ,  and 
F igure  5.1 shows t h e  r e s u l t s  i n  g r a p h i c a l  form. Note 
t h a t  t h e  r a t e  of growth of work s t a t i o n  processing 
c a p a b i l i t y  can be modeled with  a doubling i n t e r v a l  of  2 
t o  3 years .  S ince  t h i s  technology is no t  y e t  very 
mature, w e  see a rapid  inc rease  i n  performance, slowing 
somewhat a f t e r  1995, but  s t i l l  proceeding a t  a r a t e  
g r e a t e r  than f o r  genera l  s c i e n t i f i c  computing hardware. 
A number of commercial products ,  f o r  instance: t h e  
Apollo, PERC, SUN systems, MICROVAX, e t c . ,  a r e  now being 
marketed. Such work s t a t i o n s  t y p i c a l l y  use modern 16- o r  
32-bit  VLSI processors  and a r e  de l ive red  with a f a i r  
amount of simple but  powerful software.  Included i n  t h e  
sof tware  a r e  systems t h a t  permit user  i n t e r a c t i o n  a t  a 
l e v e l  t h a t  r e q u i r e s  l i t t l e  d e t a i l e d  p rograming  knowledge. 
There a r e  o f t e n  advanced graphic  d i s p l a y  c a p a b i l i t i e s  f o r  
r ap id  hypothesis formation and a n a l y s i s ,  and access  t o  
computer networks ir! order t o  sha re  both d a t a  and 
software.  



TABLIS 5.1 Projected Advance8 in Coqrltational 
Capabilities Ansunring Constant Coat 

Typical 
Cur rent Performance, millions of 

Processor Ccet, operations per second 
T Y P  $1,000 1983 1986 1995 

Work 
station 
168000) 

Scientific 
p roceseor 

1 6 50 (integer) 
0.05 1 15 (floating 

point) 

1 4 15 (integer) 
0. 8a 3.6 12 (floating 

point) 

100 300 10,000 (integer) 
50 150 5,000 (floating 

point) 
2 Mbps 10 Mbps 100 Hbps (I/O 

rate) 

a ~ f  equipped with optional floating-point hardware. 

NOTE : 
We assume that for other than floating-point 

arithmetic, four work station instructions are used 
to perform the equivalent of one scientific processor 
instruction. 

We assume that for other than floating-point 
arithmetic, two VAX-type instructions are used to 
perform the equivalent of one scientific processor 
instruction. 

The validity of these ratios depends greatly on 
the type of computation being performed. 

An important feature of these systems is that they 
have low support staff requirements. Work stations are 
largely operated by the researchers themselves. Main- 
tenance and programming help is obt.alned only as needed. 
Much of the high degree of effectiveness of these systems 
is thus due to the favorable ratio of hardware to 
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FIGURE 5 . 1  Projected growth of proceasing c a p a b i l i t i e s  
a t  constaat  cost .  Upper bounda a r e  for integer  and lower 
bounda f o r  f l o a t i n g  po in t  operat ions ,  

personnel cus t s .  Another advantage i e  t h a t  hardware 
cwts may be reduced by sharing access  to expensive 
per iphera l  devices.  s i n c e  work s t a t i o n s  can acceBs tapes 
and p r i n t e r a  through comunica t ion  netrorka. on t h e  
o t h e r  hand, t h e  l imited d e f i n i t i o n  and acceptance of 
high-level communication standard8 i n  s c i e n t i f i c  computing 
poses problems f o r  t h e  apace science community f o r  such 
access ,  

The e f fec t iveness  of these  systems r i l l  f u r t h e r  
increase a s  mare sof tware becomes a v a i l a b l e  and is shared 
a o n g  these systems. The shar ing of w f t w a r e  i r  s o p M a t  
i n h i b i t e d  by t h e  varieLy of work s t a t i o n  design8 now 



becouinc; avai lable,  even though many syateme a r e  be.sed on 
the  IMI 8.t of underlying chips. Difference8 in  t he  
manner i n  which these ch ips  a r e  connected, the  machine 
a rch i tec ture ,  u i l l  o f ten  i nh ib i t  sharing of software 
between d i f f e r en t  systems a t  the  machine level.  Having a 
c m n  operating system, such a s  UNIX, nov ava i lab le  on 
many of theae aysteaa, can hide t he  bifferencee. Further- 
more, program wr i t ten  i n  comaon languages, such a s  C and 
Fortran, w i l l  be shareable over d i f f e r ing  systema, with 
minor coa t s  of adaptat ions t o  spec i f i c  systems. 

Growth i n  work s t a t i o n s  w i l l  be driven by r equ i r emnt s  
f o r  of f  ice  systems and computer-aided design and manu- 
f ac tur ing (CAD-CAM) applicat  ions. These s t a t  ions w j  11 
requi re  r e l i a b l e  and f a s t  da ta  management, and grarn ic  
output. CAD-CAM demands fo r  f loa t ing  point  r ~ g i c a t i o r . .  
a r e  not a s  grea t  a s  t he  requirements foun4 in  space 
research. We hence see today f a i ~ l y  weak Eloating po in t  
computational capabi l i ty ,  but expect augmentation of 
these systems with economical f loa t ing  point  VLSI 
hardware. The requirements of t he  CAD-CAM marketplace 
w i l l  cause m r k  s t a t i o n s  t o  become ava i lab le  with 
powrf  u l  graphic5 capabi l i ty .  Transformation from three- 
dimensional da ta  t o  the  two-dimensicma1 images w i l l  be 
done by special ized chips. Some o :he graphics w i l l  be 
benef ic ia l  for  space da ta  processi.  a s  well. Although 
grey-scale image processing may lag,  thz 9- to 16-bit 
image processing  require^ for  s c i e n t i f i c  data  ana lys is  
follows r e l a t i ve ly  ea s i l y  from the  4- t o  8-bit require- 
ments for  graphics displays.  

The effect iveness of the  high-data-rate human inter-  
face, which is provided by work s t a t i o n s  with integrated 
vork eavironments and bit-mapped graphics, appears t o  
make theba systems very su i t ab l e  for  in te rac t ive  da t a  
analysis .  I t  is d i f f i c u l t  for  multiuser systems using 
remote terminals t o  compete i n  t h ib  arena. AS noted, t h e  
s t a t i o n s  need not be isolated,  s jn?e  multiuser systems 
may be accessed v i a  the  netvorkr 4 provide f i l e  se rv ices .  

The computational capab i l i t i e s  of work s t a t i ons  t h a t  
a re  projected in Table 5 . 1  use a s  uni t  of performance the  
i n t e rna l  computational r a t e s  of the  underlying VLSI 
processors, with consideration of t he i r  ins t ruc t ion  s e t  
and the  access speed t o  the working memory of the  
computers. I t  mus t  be real ized t h a t  these ins t ruc t ion  
execution r a t e s  a r e  not d i r ec t ly  comparable t o  ins t ruc t ion  
r a t e s  on other types of processors. The f ac to r s  i n  t h e  
expected rapid growth of capab i l i t i e s  i n  the work s t a t i o n s  
a r e  duo t o  greater  integrat ion of f loa t ing  point hardware 



and t h e  u s e  o f  m u l t i p l e  proceaaora  w i t h i n  s i n g l e  syatemlan, 
i n  o r a e r  to  c a r r y  o u t  subo id ia ry  funct j r -ns  r e q u i r e d  tor 
e t f e c t i v a  c o ~ ? u t i n g ,  such a s  input -output ,  d i s p l a y  
c o n t r o l ,  and memory management. 

5.B. 3. Local  Mul t iu se r  Systems 

Local m u l t i u s e r  sys tems i n  t h e  environment o f  space  
d a t a  p rocess ing  a r e  t y p i c a l l y  32-bit  s c i e n t i f i c  processors 
o p e r a t i n g  i n  a  t ime-ah r ing  mode. Examples of such 
systems a r e  t h t  DEC VAXts, t h e  Data Genera l  Eagle  ( t h e  
32-bi t  successo r  of t h e  E c l i p s e  p r o c e s s o r s ) ,  t h e  Prime 
systems,  and c e r t a i n  IBM processo r s .  I n  a d d i t i o n  t o  
having more c a p a c i t y  f o r  sha r ing  process ing  and l a r g e r  
memories t h a n  t h e  work s t a t i o n s ,  t h e y  a r e  a l s o  d i s -  
t i n g u i s h e d  by having s u b s t a n t i a l  s e t s  o f   peripheral^. 
Such p e r i p h e r a l s  i nc lude  magnetic 1 u n i t s  u s e f u l  f o r  
space  d a t a  e n t r y  and a rch iv ing ,  d F ~ n  s t o r a g e  u i t s  t h a t  
c o n t a i n  t h e  i n J i v i d u a 1  user:.' d a t a ,  a s  w e l l  a s  d a t d  j e i n g  
sha red  by the s e t  of u s e r s  o f  such c s y s t e . ~ .  3the: 
p e r i p h e r a l s  i n c l u d e  o u t p u t  d e v i c e s ,  which :air be t o o  
c o s t l y  f o r  i n d i v i d u a l  r a sea r -he r s ,  such a s  l a ~ e r  p r i n t e r s  
and imaging equipment. 

The t e r m i n a l s  a s s o ~ i a t e d  witn even sma l l  n u l t i u s e r  
sys tems a r e  o f t e n  p o g r a p h i c a l 2 y  d i s p e r s e d  t o  some e x t e r ~ t .  
Some r e s e a r c h e r s  even now use  "smart" t e r m i n a l s  (e.g., 
p e r s o n a l  computers)  t o  c:.nduct :ocal  o p e r a t i o n s ,  and t h e n  
t h e y  t r a n s f e r  r e s u l t s  to t h e  mu l t ju se r  system t o  u t i l i z e  
sha red  p e r i p h e r a l s ,  such a s  l e t t e r - q u a l i t y  p r i n t e r s .  
High-speed l i n k s  t o  computers i n  o t h e r  depar tments  of t h e  
i n s t i t u t i o n  a r e  o f t e n  a v a i i a b l e  through mul t iu se r  
Systems, aga in  providing shared  a c c e s s  t o  equipment t h a t  
is t o o  c o s t l y  f o r  sma l l  groups  to a c q u i r e  and maint3 in .  

Local  m u l t i u s e r  systems a r e  t y p i c a l l y  owned by an 
SSDMU consist . ing of a  r e l a t i v e l y  sma l l  t o  med iums ized  
g roup  i n  a  r e s e a r c h  or academic i n s t i t u t i o n .  We e n v i s i o n  
t h a t  t h e s e  -SDMU? w i ~ l  house many of t h e  a c t i v e  d a t a  
b a s e s  i n  ou r  d i s t r i b u t e d  c m p u t a t i o n  and d a t a  managemen: 
approach. Although t h e  systems a r e  shared ,  t h e  f a c c  t h a t  
;hey a r e  u s u a l l y  owned by a  s i n g l e  g roup  means t h a t  c o s t s  
of management t o  provide  p r i v t c y ,  p r o t e c t i o n ,  and r e s o u r c e  
a l l o c a t i o n  c a n  remain minimal. T y p i c a l l y ,  a  sma l l  tech- 
n i c a l  s t a f f  is a s s o c i a t e d  wi th  aach of t h e s e  systems.  
The s t a f f  keeps t h e  sha red  so f tware  up t o  Gate ,  communi- 
c a t e s  w i th  t h e  s u p p l i e r s  of  t h e  so f tware ,  and a d b i s e s  
utters on t h e  b e s t  way t o  u t i l i ? e  t h e s e  systems.  Manage- 



ment control is typically exercised by scientific 
per aonnel. 

We project that these ajztems will see steady growth 
of capabilities as technology improvecr, althocgh the 
range within individual configurations will probably vary 
greatly. T h  plot of growth for these ayatems, shown in 
Figure 5.1, shows these multiuser systems increasing in 
~apabilit:~ towsrd the early 1990s at a slightly slower 
rate tnan work stations. The systems then begin to level 
off 

Since these machines are configured for scientific 
computation, the ratio of processiqg rates to floating 
point computational rates favor numeric computaiions more 
thac the ratios seen in many of the w ~ r k  stations 
available at present. 

5.B.4 .  High-speed Scientific Processors 

Major high-speed scientific processors (i.e., parallel 
processors) are currently found associated with large 
facilLties. Typical machines at this time are the large 
Control Data Corporation Cyoer, the Cray-1, and nulti- 
processor configurations of largo LbM equipment. These 
machines are distinguish-? by having parallel processing 
capabilities. Arrays of data can be brought into the 
processor, and instructions are available that operate on 
all elements of a vector simultaneously. The complexity 
of these I-achines makes it often difficult to pzoqram in 
ways that realize their full potential. Software written 
for seria!ly oriented machines does .lot usually take 
ad- anta age of the parallel processing cqabilities. Also, 
certair. computations lend themselves more to the exploita- 
tion of the parallel processing capabijity inheren: in 
these machines than other types of computations. In the 
projections in Table 5.1 and Figure 5.1, we consider a 
typical mix of these problems, and it may be that certain 
computations that are very suitable for a given m-hine 
architecture could he executed at a considerably higher 
speed. Even so, we project a capability doubling 
interval of cnly several years. 

Facilities operating the current class of mac.~ines 
typically neqd considerable staff to maintain the 
hardware and software systems associated with such an 
institc? imaL service. The size of these operations is 
such rh,=t there is also a professional management staff 
associated with these ccmputation centers. Many users 



will want to accese these facilities remotely and thum 
will require formal training, documentation, and advice 
at a level that is provided only informally at the smaller 
computational facilities. 

Currently, there is inveetment by NASA in the develop 
ment of these supercomputers, specifically the raassively 
parallel pr xessor at the GSFC and the C r a y ~  at-%he NASA 
Ames Research Center. We expect that this investment 
will pay off aver the long term. A parallel investment 
in software for space research is necessary in order to 
obtain the full benefit from the hardware investment. 
Such an investment requires recognition of commonality of 
proolems and solutions tc be effective. Such work may be 
best accomplished by vendors or specialized software 
groups. Our long-term projections assume that these 
investmentr. will be made. 

5 . B . 3 .  Iaput-Output Data Rate and Storage 

The large volume of space sciences data demands that 
we cohsider issues related to inpnt-output data rates and 
to storage capacity. Once large volumes of data are 
stored, they also have tc be accessible at a reasonable 
rate. For example, in many initial analyses large 
numbers of data are first filtered fcr significant 
events, a process requiring rapid access to data bases. 

The data rate of input-output devices determines the 
data transfer speed of the interface between the 
processors and the data entry and storage units. We see 
today few fundamdntal limits on the data rate available 
for input-ouput, The input-output bandwi, ?h only leads 
to bottlenecks if unusual systems are to be confiqured, 
say, a work station with a storage capability of a size 
normally associated with a large sci5ntific processor. 

For data storage we distinguish three types of 
operational requirements: 

Por archival purposes we rewire a iow demand 
race and a high volume. 

For the repository data base we reqcire a high 
entry rate and a moderate volume. 

For the active data base and working storage we 
require a high demand rate and a volume that is reLated 
to the size of the data of interest and the size of the 
immediate user community. 



TABLB 5.2 P r o j e c t e d  Advances i n  Data S to rage ,  Assuming 
Cons tan t  Cos t  and Access  Time 

T y p i c a l  
Cost /  Access F e t c h  
sfstem, T i w ,  S i z e ,  T o t a l  S i z e ,  b y t e s  

Fvnc t ion  $:COO m s  b y t e s  1983 1986 1995 

Working 
S t o r a g e  5 100 1s 2M 2 OM ZOOM 

Data  base 20 30 1 O K  500M 2,OGOM 8,000n 

Archive  500 30,000 l O O M  1012 1013 1016 

Each t y p e  of requi rement  ca.r be mapped t o  a c e r t a i n  
c a t e g o r y  o f  s t o r a g e ,  a s  fo l lows ,  w i th  p r o j e c t i o n s  
t a b u l a t e d  i n  Tab le  5.2 and p l o t t e d  i n  F igu re  5.2. 

5.8.5.1. Working S t o r a g e  Level .  We d e f i n e  working 
s t o r a g e  a s  t h e  secondary  memory used f o r  immediate, l o c a l  
process inq .  Working s t o r a g e  is needed i n  r e p o s i t o r y ,  
a c t i v e  d a t a  base ,  and a r c h i v a l  environments.  workinq 
s t o r a g e  w i l l  ho ld ,  f o r  i n s t a n c e ,  a r r a y s  o f  s e l e c t e d  
v a l u e s  f o r  some a n a l y s i s .  A t  t h e  workin? s t o r a g e  i e v e l  
w e  t y p i c a l l y  see sma l l ,  f i x e d  d i s k  s t o r a g e  d e v i c e s  t h a t  
c u r r e n t l y  c o s t  above $1,000 f o r  c a p a c i t i e s  of  s e v e r a l  
t e n s  of megabytes. These d e v i c e s  a r e  predominately used 
a t  t h e  work s t a t i o n  l e v e l ,  a l t hough  they a r e  a l s o  a v a i l -  
a b l e  wi tn  i n t e l l i g e n t  t e r m i n a l  c a p a b i l i t i e s .  Access 
times t o  d a t a  a r e  on  t h e  o r d e r  of  100 m i l l i s e c o n d s  ( m s ) ,  
and d a t a  q u a n t i t i e s  ob ta ined  pe r  r e t r i e v a l  r e  modest, 
s a y  5,000 b y t e s  pe r  f e t c h .  A t  t h i s  cost l e v e l  w e  mainly 
s e e  r a p i d  i n c r e a s e s  i n  s t o r a g e  c a p a c i t y  and more modest 
i n c r e a s e s  i n  a c c e s s  speeds.  When l a r g e r  computers a r e  
x i ed ,  t h i s  requi rement  is s a t i s f i e d  by sha red  usage o f  
l a r g e r  d i s x s .  While l a r g e r  d i s k s  permi t  more f l e x i b i l i t y  
i n  a c c e s s ,  t h e  e f f e c t i v e  a c c e s s  t imes  and u n i t  s t o r a g e  
c o s t s  on  l a r g e r ,  shhred mul t iu se r  computers d o  n o t  d i f f e r  
g r e a t l y  from those  seen on work s t a t i o n s .  
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FIGURE 5.2 P r o j e c t e d  growth of  s t o r a g e  c a p a c i t y  a t  
c o n s t a n t  c o s t .  

5.B.5.2. Data  Base Level. A t  t h e  d a t a  base  l e v e l s  
where da t a  a r e  to  be s t o r e d  f o r  some p e r i o d  of t i m e  f o r  
f r e q u e n t  a x e s s ,  w e  see d i s k  u n i t s  p rov id ing  s u b s t a n t i a l  
s t o r a g e  c a p a c i t i e s .  Typ ica l  costs f o r  t h e s e  u n i t a  a r e  
c u r r e n t l y  i n  e x c e s s  o f  $lo,!? '-.r hundreds of megabytes, 
so t h a t  t h e s e  d e v i c e s  a r e  ty -  . lv found a t t a c h e d  t o  
m u l t i u s e r  systems.  They p rov i .  . rccess times on t h e  
o rde r  of 30 m s .  I n  order t o  have r a p i d  a c c e s s  t o  l a r g e  
s c i e n t i f i c  d a t a  q u a n t i t i e s ,  t h e  d a t a  mav be o rgan ized  i n  
u n i t s  of  about  10 b y t e s  p e r  f e t c h .  Rapid t e c h n o l o g i c a l  
p r o c e s s  is con t inu ing  i n  t h e  magnetic r eco rd ing  a r e a  on  
which t h i s  technology is based. We do  see t h e  technology 
matur ing  and expec t  less r a p i d  p r o g r e s s  i n  t h e  longer  
term. 



5.8.5.3. Repositories. For repositories of data t h a t  
would l a s t  for some specified period, with f a i r l y  frequent 
access, we find e i ther  tape units, similar t o  those 
tradit ionally used for archives, or disk units  of the 
data base variety t o  be reasonable. 

5.B.5.4. Archival Storage. To date, major archival 
storage f a c i l i t i e s  have been bared either on conventional 
magnetic tape, or on magnetic tape l ib ra r ies  with 
automated reel or cartridge retr ieval .  The automatic 
devices cost  on the order of $1,000,000. In  low-volume 
operations, ree ls  are mounted and dismounted manually, 
and the fnvestrnent in  equipment is more mcdest. 

The mechanical devices used t o  manage tapes and 
cartr idges have access time delays on the order of 3 s. 
The data quanti t ies made accessible per re t r ieval  are  on 
the  arder of 100 Mbytes. I n  some devices the re t r ieval  
is staged, which means that  data are brought in from 
cartr idges or reels  and placed on some intermediate 
storage medium, typically on disks, for further 
processing. 

We expect repository and archival SSDMUs t o  be 
enhanced by the use of optical  recording techniques. 
Early generation devices are already available, but the 
greatest  growth w i l l  appear once the systems designers 
recognize t h i s  capability and provide the incentive for 
maturing of t h i s  technology. 

The increase in storage capacity made possible by 
write-once optical  disk technology does not yet provide a 
solution t o  many of the user requireraents for massive 
storage. High-density optical  storage technology is 
oriented toward writing on a part icular location of the 
disk only once, although it can then be safely read many 
times. Conventional software t o  suppcrt active f i l e s  
u t i l i zes  both data and access strcctures on the storage 
devices. The access structures permit d i rect  access, 
avoidin? the need for s e r i a l  search. Ser ia l  search can 
take many minutes over the data volume stored on tape, 
b u t  might take hours over the volume considered for  
opt ical  storage. On erasable media, such as  magnetic 
disks, when further data are appended or analyzed, the 
access sbructures are modified and rewritten. I f  the 
data are t o  be retrieved in .I f lexible manner, i f  the 
indexed data elements are small (have a f ine granulari ty),  
or if  illformation is frequently added, those access 
structui'es w i l l  require a great deal of storage, since 
the acce3s structure m u s t  be updated and added t o  older 



structures already on the disk. Even it the data are 
stable, as long as the ac-ess management routines expect 
rewrite capability for the access structures, optical 
storage may be inefficient tor thie function. 

5.8.6. Data Baae ~achines 

Data base rachines combine processing and atorage 
capabilities and as such are not separately projected in 
Table 5.1. The current generation of data base machine8 
uses relatively aimple internal algorithma for data 
storage and access. They provide a significant increase 
in performance and aimplicity of use over software 
running in normal machines (2-3 for IDM-500 versus the 
functionally similar ORACLE software). They also removo 
a processing load from the main computer. 

The current generatim of data base machines, due to 
their simple design, will show few fundamental improve- 
ments in ;he future. They provide the greatest advantage 
for relatively simple files. Sequential scanning of 
large files is considerably faster, perhaps by a factor 
of 5, versus software program access. 

We expect that, in the future, algorithms in data base 
machines will become as sophisticated L-  algorithms now 
possible in software. At this point the performance cf 
data base machines will be limited by the performance of 
the attached storage devices. Since the systems will 
rely less on existing processor capabilities, they will 
be able to use these storage devices to a better extent 
than is possible . generalized processors. ~elatively 
small data quantities used for ancilliary and working 
Storage in processin.j will be kept by data base machines 
in semiconductor memory, providing an order of magnitude 
faster access to those data as compared to magnetic disks. 

5.8.7. Communication 

Communication has become an essential part of modern 
computation. The feasibility of work stations, time- 
shared computations, and access to large scientific 
processors, is based to great extent on increased com- 
munication capabilities. Distinct types of communication 
capabilities will be used in SSDMU environments. We 
distinguish four generic types: local networks, public 
telephone-based systems, dedicated telephone-type 



Tab le  5.3 P r o j e c t e d  Advancer i n  Coramunications, 
Arruning Conr t an t  Coat 

a r e  uppor l i m i t 8  f o r  widely  
a v a i l a b l e ,  c ~ r c i a l  equ ipaen t  
1983 1986 1995 

Long-distance- 1.2 kbpa 9.6 kbpr 56 kbps 
awi tched c i r c u i t  
f u l l  dup lex  

Loca l  a r e a  
network 

1 Nbps 6 nbps  30 nbps  

S a t e l l i t e  5  bps 50 nbps  200 nbpa 

C m u n i c a t i o n a - c o a t s  a t  p r e s e n t  
time i n  $1000/month 
1.5 nbpa 56 kbps 9.6 kbpr 

Leased l and1  i n e  
( ATLT) 
1000 miles 20 
2000 m i l a s  56 

Leased s a t e l l i t e  4 5 
channel  (ASC) 
( i n c l u d e s  antennas1 
any d i s t a n c e )  

sys tems,  and s a t e l l i t e  networks. Tab le  5.3 and F igure  
5.3 summarize c u r r e n t  and p r o j e c t e d  communications 
c a p a b i l i t i * ~  and c o s t s .  

5.6.7.1. Local  Networks. Local  networks a r e  s e e i n g  
r ap id  growth. They a r e  t y p i c a l l y  based o n  c a b l e  networks 
w i t h i n  s i n g l e  or  c l o s e l y  l o c a t e d  bu i ld ings .  The l i n e s  
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FIGURE 5.3 Projected growth in communications at 
:onstant cost. 

may use dedicated cables based on cable TV network (CATV) 
technology, or they may share cabling for a private 
telephone branch exchange (PBX) network. Optical fiber 
technology can lead to further increases ir ,  network data 
rates, so that L h  limiting factor becomes the capability 
of the input-output interface. 

Local networks are dsed to interconnect work stations 
and institutional processors. They provide the capability 
to share access to peripherals such as high-speed 
printers, data bases and archival storage units, which 
are not appropriate Tor single-user work stations. To 
interconnect local networks and other communication 
facilities, gateways can be provided. 



There networks are wonrnical, and the capability is 
largely limited by the input-output data ra'es of the 
individual processors and the number of proceseors that 
they are expected to serve. Since networks require their 
own control ar.d arror-correcting eubsyatems, the speed at 
which date can be acquired from devices over a network 
versus direct data rates will typically be a factor of 2 
less than if the same devices %:ere attached locally to 
the processors. 

5.B.7.2. Public Telephone Access. The public telephone 
system provides the most flexible and, in small quanti- 
ties, the most economical way to access remote computers. 
Typical speeds of interaction for a remote user with a 
simple terminal are 300, 1200, and 9600 bps. Further 
coats are incurred for local and long-distance tolls. We 
expect that charging by time used will become common even 
for local telephone calls, so that incremental costs will 
increase somewhat, and could become substantial for 
8-hour/day haokups. 

At the 9600 bps rate, the information transfer is SO 
fast that for a terminal the speed is only utilized a 
fraction of the time. The human processing time exceeds 
the transmission time. For computer to computer com- 
munication, however, this speed can be quite inadequate 
since large files will s t i l ~  take many minutes to hours 
to be trznsmittcd. Thus we see public telephone services 
mainly being effective for management and mail sommunica- 
tion among the ssientific community. In fact, use of 
TELEMAIL at ?', to 1200 baud in writing this report 
significantly decreased the response time to draft 
versions of both text and tables. Remote directory and 
catalog searches, some data br~wsing, and occasional data 
transfer might take place over these lines. Likewise, 
remote processing might be done. 

5.B.7.3. Dedicated Telephone Networks. With dedicated 
networks, conventional telephone links can be acquired 
and driven at much higher ratee. Such a network becomes 
effective if it can serve a sufficiently large number of 
users. The prime example of a dedicated telephone 
network is the ARPANET and its derivatives. These 
yacems are based on lines of 56 kbps capability. The 
resource allocation of dedicated telephone networks is 
based on packet technology, which allows very effective 
sharing of the communication lines. Many conversations 
and file transfers can occur during the same time 



internally on one line, subject only to the data rate 
(typically 50 kbps) limitation. At this speed, effective 
file transfer of moderately sized files is feasible as 
well as fully adequate remote user interaction. 

In order for a node to participata in a dedicated 
network euch as the ARPA (Advanced Research Project 
Agency--DOD) system, a substantial hardware investment is 
required. Some of this investment is due to !:he sub- 
stantial software needed to packetize and properly 
control access to the network. An interface is currently 
budgeted at approximately $35,000 to $100,000 and 
requires some maintenance effort in order to keep up with 
changes and advances in protocols as the networks grow. 

The existence cf dedicated networks could tie SSDMUs 
and researchers using space science data msich closer 
together than they currently are. The investment would 
be a major one. On the other hand, the requirements to 
have remote directory and catalog searches, the ability 
to remotely browse through data, and in some cases, the 
access needed to a variety of data sets, could be met 
rather nicely by such a system. 

5 .B .8 .  Satellite Networks 

A satellite neb:ork C O P J ~ S ~ S  of ground-based trans- 
mission stations, ground-based receiver stations, and 
space-based transponders. CommerciaL transponders 
typically have a data rate on the order of 1.2 Mbps. The 
speed obtainable via satellite i~etworks is adequate for 
all types of remote interactions foreseen today. 
Depending on the area to be covered, one or several 
transponders should suffice for the nerh of the space 
science community. Adequate transmission stations are 
projected to cost approximately $100,000, while receive- 
only stations could be considerably more economical, 
perhaps about $20,000. One can thus project relatively 
inexpensive ways of transmittinq data directly to users, 
including those at universities, although full duplex 
transmission capabilities may have to be limited to large 
regional centers. 

5.8.9. Data Display and Presentation 

Space science users prefer to represent data as plots, 
charts, color graphics, and images. These representations 



TABLE 5.4 Pro jec ted  Advances i n  CRT Display Resolut ion,  
Assuming Constant Coat 

m a t  common ac reen  
r e s o l u t i o n  ( l i n e s )  5 12 1024 2048 

a r e  more space e f f i c i e n t  and o f t e n  more e a s i l y  understood 
than  t a b l e s  of numbers. Such r e p r e s e n t a t i o n s  were i n  t h e  
p a s t  generated by hand, or through photographic manipula- 
t i o n .  Today  scientist^. a r e  using d i g i t a l l y  a to red  d a t a  
t o  a g r e a t  e x t e n t ,  an, t h e  d i r e c t  d i s p l a y  of such d a t a  is 
a high p r i o r i t y .  Thanks t o  t h e  r e c e n t  c o ~ r c i a l  develop- 
ments of g raph ics  f o r  b k i n e s s  and design/manufacturiog, 
g raph ics  t e rmina l s  a r e  taken f o r  granted,  artd more power- 
f u l  image d i s p l a y  dev ices  a r e  now a v a i l a b l e  a t  reasonable  
c o s t .  Trends i n  d a t a  d i s p l a y  and p r e s e n t a t i o n  dev ices  
a r e  given i n  Table 5.4. 

5. B. 9.1. P l o t t i n g  Devices. The growth of automated 
d r a f t i n g  f o r  manufacturing and a r c h i t e c t u r e  has  l e d  t o  a 
wide choice  of incremental  pen p l o t t e r s .  These may have 
mul t ip le  pens with d iEfe ren t  inks  o r  c o l o r s  t h a t  a r e  
au tomat ica l ly  s e l e c t a b l e  dur ing t h e  drawing of  a p l o t .  A 
p l o t t e r  with o,.,-thousandth-inch s t e p s  using 11" x 17" 
paper and four  o r  e i g h t  s e l e c t a b l e  pens c a s t s  c u r r e n t l y  
under $2,500. Where t h e  pen p l o t t e r  draws one p o i n t  o r  
l i n e  a t  a t ime, p r i n t e r s  based on xerographic p r i n c i p l e s  
may p l o t  a f u l l  row a r  page mixed t e x t  and g raph ics  
simultaneously a t  f a r  higher speed. These f a s t e r  p l o t t i n g  
devices  a r e  commonly r e s t r i c t e d  t o  black images. S p e c i a l ,  
but  expensive, models w i l l  p l o t  i n  t h r e e  c o l o r s  o r  on 
mylar f i lm.  Speeds a l s o  vary. P l o t t e r s  a r e  now a v a i l a b l e  
f o r  l e s s  than $5,000 t h a t  p l o t  a f u l l  8-1/2" x 11' page 
i n  150 seconds, r e g a r d l e s s  of t h e  number of p o i n t s  used. 
Linear r e s o l u t i o n ,  though, is ons - th i rd  t h a t  of the  
incremental pen p l o t t e r s .  We s e e  mainly inc reases  i n  
speed, r e s o l u t i o n ,  and commandability f o r  p l o t t e r s .  

5.8.9.2. Visual  Display. The common v i s u a l  d i s p l a y  
device  is t h e  video monitor, brought t o  high development 
through t h e  t e l e v i s i o n  industry .  A monochrome monitor 



capable of diqlaying lo7 points currently costs under 
$3,000. Color video monitors are far more complex in 
design. A color monitor displaying 2 x lo6 points 
currently costs under 85,000. These monitors are 
bit-mapped, driven by a video generator that scans a 
section of digital memory containing a bit-pattern 
corresponding Lo the graphic image. An integrated system 
with monitor and mewry mapping will display an image of 
3 x lo5 points with 256 shades of grey or separate 
color hues and currently costs about $7,000. Larger 
memory nnits that will display over 10' points are now 
commercially available, but are  more properly considered 
as component6 of image processinq systems. We foresee 
significant increases in the level of processing of data 
within memory, leading to a greater degree of interactive 
display and anaiysis. 

5.B.9.3. Color/Grey-scale Hardcopy. Plotters, while 
precise and inexpensive, have limited ability for 
representing grey-scale 9r color shading. For this 
purpose, a modulated CRT or laser beam that exposes 
photosensitive material is practial. Such hardcopy 
devices are driven either directly trom the video signal 
feeding a monitor, c; through a digital interface. Those 
using a video signal cre least expensive, thougt: limited 
in resolution. The registration for color images is 
excellent, since exposures are made through automatically 
posi ,.ioned color filters. A unit displaying up to 2 x 
lo5 ~oints is available for under $2 000. A similar b viaeo-driven design for up to 2 x 10 points now costs 
under $10,000, units w'th digital interfaces have + resolutions of up to 10 points and can be current1 
purchased for about Q25,000, and those with over 10 i 
points, depending on film size, cost about $B0,000. Such 
units are slower in ope ratio^ than the direct video- 
driven units and are more suitable for high-voliunr?, 
production-or iented systems. 

5.C. EXISTING AND PROJECTED SC -WARE CAPABILITIES 

;.C.1. Introduction 

Hardwaro improvements, without corresponding improve- 
men's in software capabilities, will not meet the demands 
on dzta management and computation discussed in the 
previous chapters. To salve tne problems faced in space 



data ptoce8aing, equal attention hca to be given to 
software. System support software is nsinly provided by 
the hardware vendors or specialized software groups, The 
applications software that is required to process science 
data in developed by the combination of trained people 
and effective tools. We diacues the human element first. 

5.C.1.1. People. The formalization of programming 
experience over the last 25 years has enabled major 
improvements in education, The effect of these 
improvements is that recent computer science graduates 
are rapidly productive and show great flexibility and 
ingenuity in using the available tools. Unfortunately, 
many existing NASA installations can take only partial 
advantage of these develo~~nents in a direct way, since 
their programiing population has been largely stable. 
Increasing the awareness of the developing gap between 
traditional, axperienced programers and recently trained 
programmers, together with providing opportuniti~s for 
continuing education and retraining, can help mitigate 
this problem. In addition, br th NASA and the space 
science community would benefit from more exposure to 
current computer science techniques. 

S.C.1.2. Tools. In the remainder of this section we 
wil.l comment on the tools for software development. 
These tools have seen continuous improvement, especially 
in the area of reliability. Enhaxement of reliability 
and productivity has been aided by research into progra-n 
verification and development methodologies. These are 
research areas that 3 r ~  sometimes zriticized as not being 
directly relevant. The formalization of the needed 
concepts and constructs, even while they are too limited 
for automatic application of verification techniques, is 
an important contribution. 

In the tool areas we ccnsidec (1) traditional 
languages used to write program procedures, (2) the area 
of nonprocedural languages, (3) the use of software 
packages, which we define as ready-made collections of 
programs, and (4) the topic of data base management. 
Nonprocedural languages are not well-defined, so Section 
5.C.3 will include some definitions. 



5.C. 2. Computer Languages 

The area of conputer languages bas been a major topic 
of research and development for 25 years. Our conceptual 
understanding of languages and the compilers to handle 
languages has greatly increaeed. The us6 of coq.hier 
languages remains our primary tool to utilize computers. 
It is unfortunate that our progress in uaing the results 
of this research, namely, new languages, has been slow, 
although on the positi~e side, our ability to use the 
existing languages has certainly iaproved. We will cite 
some languages to support this contention. 

5.C. 2.1. Fortran. Fortran, the earliest practical 
language to be used icr translating formulas into 
computer codes, is still the workhorse of much 
program~mg in SSDMU en1 i torments. :I s widespread 
acceptance rakes progr?as written in Fortran -cans- 
portable wiih mw3est effort, 3ubject to the usual 
 consideration^ of good software development practices. 
We do not see Fortran being ra~laced Ly traditional 
numeric programs in the timeframe we are considering. 

5.C.2.2. PASCAL. PASCAL has become one of the major 
languages used vher, teaching programming. Because of 
this aspect it will be seen more, 2nd used more, in all 
kinds of environments. PASCAL, as orig'nally defined, is 
easy to implement on both large and small machines, and 
this contributrs to its spread. A major lack of basic 
PASCAL is t h a ~  arrays cannot be parameterized, which 
limits the generality of subroutines. This restriction 
can be expected to be overcome i~ future vcrsions of 
PASCAL and has been addressed in t b e  PASCAL Standards. A 
successor lac,quage, MODULA 11. cvercomes man'. of +heee 
problems, and we foresee its spread i l l  system 
applications. 

A more serious problem to portsbility ana compatability 
of PASCAL and MODUW is the limited input-output defini- 
tions provided with PASCAL. All external filss ace 
treated as one continucus stream of charactc*s. While 
this concept has great generality, it limits t:~e use of 
PASCAL in data processing, where often mo;e complex data 
storage structures are essentiat. 

5.C.2.3. P L / l .  PL/1  i s  a much more comprehensive 
language, but the complexity of i:s implementation has 
caused the spread of the language to be quite siow. Its 



d i ~ t j n g u i s h i n g  f e a t w e  f o r  d - t a  p rocess ing  is t h a t  r e c o r d  
input -output  is de f ined  w i t h i n  t h e  language. Suzh a 
definit io: :  is e s s e n t i a l  t o  make d a t a  p rocess ing  programs 
a s  p o r t a b l e  a s  numeric programs a r e  now. The f a c t  t h a t  
PLjl is now a v a i l a b l e  f o r  D i g i t a l  Equipment Zorpora t ion  
VAX MachineJ under t h e  VMS o p e r a t i n g  s y s t e a ,  a s  well a s  
on Burroughs and IBM pe r sona l  compaters,  may make PL/1 a 
more v a l l d  cho ice  than  when it was a v a i l a b l e  on ly  on 
major IBM equipment. We c a n c o t  p r e d i c t ,  however, auch 
momentum i n  its f u r t h z r  development. 

5.C.2.4. ADA. ACA is a language r e c e n t l y  developed 
under s p m s o r s h i p  of  M D  wi th  a s t r u a g  emphasis on 
r e a l - t i a e  p rocess ing .  The r e s e a r c h  e f f o r t s  i nves t ed  by 
DOD through i n d u s t r y  and academia i n  t h e  devalopucnt  of  
ADA o i v r  i t  a g r e a t  d e l l  of  mome~tum. A major concern  of  
t h e  sponsor is con t inu ing  p o r t a b i l i t y  of 9 A  proqruas .  
An impor tant  a s p e c t  of  ADA development is t h e  r e c o g n i t i o n  
o f  t h e  importance of a comprehensive suppor t  env*ronment.  
Although t h i s  e n v i r o m e n t  does  n o t  e x i s t  today,  when i t  
o e c m e s  a v a i l a b l e  it w i l l  make n o t  on ly  p r q r a m s  bu t  a l s o  
p r o g r a m i n g  methodology much mcre p o r t a b l e  a c r o s s  
m x h i n e s  than  is seen nov 

The major weakness of ADA f o r  NASA d a t a  p rocess ing  is 
+.oe l ack  o t  record  input-output facilities; t h e  c a p a b i l i t y  
co provide  packages may oT-ercome t P a t .  We hope t h a t  
pcykages t n a t  d e f i n e  liIpUt-ou2Ut wi th  adequate  c a p a b i l i t y  
LJ suppor t  d a t a  base management w i l l  be developed be fo re  
an excess ive  v a r i e t y  of  approaches ~ n t r d u c e s  c'e f a c t 0  
i n c o m p a t i b l l r t l e s  i n t o  ADP. 

5 . 2  3 .  ,The C Language. The C language was developed 
i n  t n e  UNI:' environment f o r  DFC PDP/11 and l a t e r  V2.X 
~ o n p u t e r s .  I t  appea r s  t o  be na?tur,qg much of t h e  
prqrammLng market seqment tha t  was prev ious ly  seen  t o  
r e q u i r e  assemo;:~ language,  progrz: . ing.  S i n c e  i t  is a 
r e l a t i v e l y  low l e v e l  lariguage i t  provrdes  f a c i l i t i e s  f o r  
d e t a i l e d  c o n t r o l  of  hardware. Compilers f o r  C a r e  
a v a i l a b l e  f o r  a g r e a t  v a r i e t y  c f  machines, ranging from 
micros t o  ma~nf r smes .  I f  c a r e  1s take.:, t h e  code can  be 
q l l l t e  p o r t a b l e ,  e s p e c i a l l y  f o r  m a c h ~ n e s  wl th  coruno8~ 
c h a r a c t e r  s i z e s .  

Ne 30 no t  s e e  C 2s a major reoiacement f o r  e x l s t l n g  
nrocedura l  codLs,  but  expec t  t h a t  i n  i ts  c r i t i c a l  n i c h e  

. . i t  w i l l  have a long-term fut,. .re. t ~ z e  of C ve r sus  assemoly 
l anq iage  can  g r e a t l y  promote p o r t a b i i r t y  of c r i t i c a l  
progr-ns f r d r  -?chine  t o  machine a t  a c o s t  t r ~ a t  is much 



less t h a n  a  comple te  recoding o f  t h e s e  r o u t i n e s  i n  
assembly language. Whereas recoding a  small a s ~ e m b l y  
language program r e q u i r e s  abou t  50 p e r c e n t  o f  t h e  
o r i g i n a l  e f f o r t ,  t h a t  e f f o r t  i n  C may be about  10  pe rcep t .  

5.C.2.6. LIEP. LISP is t h e  major implemer ta t ion  
language f o r  packages us ing  a r t i f i c i a l  i n t e l l i g e n c e  ( A I )  
t echniques .  Today well-developed programs based on A1 
t e c h i q u e s  have a t  times been recoded i n  o t h e r  languages  
i n  o r d e r  t o  g a i n  inc reased  execu t ion  e f f i c i e n c y ,  a l b e i t  
a t  a  g r e a t  l o s s  o f  f l e x i b i l i t y .  F u t u r e  developments i n  
LISP such a s  Standard  LISP and LISP machines should  make 
s ~ c h  recoding l e s s  f r e q ~ e n t .  We do  expec t  to see 
LISP-coded packages f i n d i n g  use  i n  space  d a t a  p rocess ing ,  
b u t  w e  d o  n o t  see t h i s  language becoming a  major 
programming language w i t h i n  t h e  community. 

5.C.2.7. Other  P rocedura l  L a ~ q u a g e s .  The re  a r e  many 
o t h e r  programming languages  t h a t  a r e  found to  l i m i t e d  
e x t e n t s  w i t h i n  t h e  NASA environment. The most common 
language f o r  commercial d a t a  p rocess ing  is COBOL. I t  is  
r e l a t i v e l y  r a r e l y  used w i t h i n  s c i e n t i f i c  d a t a  p rocess ing .  
PROLOG, a  l o g i c  p r o g r a m i n g  language,  may see i n c r e a s e d  
u t i l i z a t i o n  f o r  a r t i f i c i a l  i n t e l l i g e n c e  a p p l i c a t i o n s .  I t  
can  be viewed both a s  a  l o g i c  programming language,  
r e q u i r i n g  a  programner who is versed  i n  l o g i c  and t h e  
imp l t z -n t a t ion  r u l e s  o f  PROUH;, and a s  an  a r t i f i c i a l  
i n t e l l i g e n c e  system us ing p rede f ined  r e s o l u t i o n  
techniques .  The farmer  view is probably  more r e a l i s t i c .  

Other  s p e c i a l i z e d  languages  a s s o c i a t e d  wi th  specis i l  
packages w i l l  be d i s c u s s e d  i n  S e c t i o n  5.C. 4. 

5 .C. 3. Nonprocedural Languages 

We d e f i n e  nonprocedural  languages  t o  be t h o s e  
languages  wheie t h e  a c t i o n s  t o  be c a r r i e d  o u t  by t h e  
computer a r e  n o t  s p e c i f i e d  step-by-step but  a r e  
a u t o m a t i c a l l y  de r ived  from a  s p e c i f i c a t i o n  of an  
o b j e c t i v e  t o  o e  achieved.  

The s p e c i f i c a t i o n s  a r e  g iven  t o  t h e  language 
p rocesso r ,  and a program is gene ra t ed  t o  c a r r y  ou: t h e  
t a s k .  The programs depend on s u b s t a . ? t ~ a l ,  p r o w r i t t e n  
l i b r a r i e s .  There  a r e  a  wide v a r i e t y  of nor l roc-ducal  
languages ,  a l though  i n  t o t a l  they  o n l y  pe rco rn  a  sma l l  
f r a c t i o n  o f  space  d a t a  process ing .  A common f e a t u r e  sf 
nonprocedura l  systems is t h a t  they  inc.'.ude i n  t h e i r  



processing programs a fair amount of application-dependent 
semantics. This makes these systems much less general 
than conventional programming languages. 

A aimple form of nonprocedural languages is report 
generators. In report generators the layodt and formulas 
for variables to be printed as reports are given. These 
specifications are converted to programs that create the 
report. Report generators will also be sensitive to 
specifications of the output devices to be used, so that 
the same report specification will produce well-formatted 
output on a variety of devices. For example, MARK IV is 
a report generator usc,d at the Jet Propulsion Laboratory 
for space data catahjs. 

Simulation languages are another class of nonprocedural 
languages. Simulation languages permit ? scientific 
model to be defined i ?  terms of constraint equations and 
an initial state. Simulation languages exist both for 
discrete (F -MSCRIPT) and continuous (CSMP) models. The 
modeling constraints are specified to the simulator, and 
the prcqramminq system find solutions that satisfy these 
constraints. Once a physical structure is described, a 
sirnulatior, prograr;, will evaluate the model through 
successive timesteps. It may halt when equilibrium is 
achreved, or when a predefined conditron has been reached. 

Image prwessing is a major issue within NASA and 
packages, such as UNIPS from the University of Florida 
provide a nonprocedurai Language for image processing. 
At this time, image processing languages have not been 
generalized to the extent that they are portable between 
systems, although many of the semantics should be 
independent of the machine environment.. 

Another class cf nonproceaurai languages is the 
symbolic expression evaluators. These operate on 
algebraic expressions provided in syr.hlic form and 
reduce the expressions into simpler and often computa- 
tior.ally more feasible expressions. These systems are 
ficding increased use in ciesign and e~gineerir~j applica- 
tions. MACSgma is 3cch a language, which is available 
from MIT via the ARPANET. 

A special case of nonprocedural lmguages is found in 
data base management systems that include both data 
description languages and deta manipulation languages. 
We will discuss their fmctions in Section 5.C.5 .  



S.C.4. Sof tware  Packages 

I n  t h e  nea r  term we see t h e  g r e a t e s t  imp~ovements  f o r  
SSmUs i n  an  inc reased  u s e  of p o r t a b l e  s o f t w a r e  proyram 
packages.  A so f tware  package is a n  i n t e g r a t e d  c o l l e c t i o n  
of programs des igned to  s o l v e  problems o f  some g i v e n  
ca t egory .  Very s o p h i s t i c a t e d  progra,n packages p rov ide  
f a c i l i t i e s  a k i n  t o  nonprocedura l  languages ,  b u t  a r e  
c o n t r o l l e d  us ing  v e r y  h igh  l e v e l  p rocedura l  languages.  
The use r  of packaged sys tems c a n  e x p r e s s  problems 
s u i t a b l e  f o r  t h e  package conc i se ly .  On t h e  o t h e r  hand, 
problems o u t s i d e  t h e  spccLa l ty  o f  a package canno t  be 
expres sed ,  and problems on t h e  boundary may be awkward to 
handle.  A use r  who needs a v a r i e t y  of tools may have t o  
know s e v e r a l  sys tems,  and t h i s  c a u s e s  confus ion  and 
f r u s t r a t i o n .  

Packages w i l l  be needed because r e l a t i v e  s o f t w a r e  
development c o s t s  a r c  n o t  dropping a s  q u i s k l y  as hardware 
c o s t s .  Thus r z l a t - v e l y  sma l l  SSDMUs w i l l  f i n d  it 
i n c r e a s i n g l y  d i f f i c u l t  t o  ~ r r i t e  and ma in ta in  t h e i r  qwn 
so£ tware. 

Program packages a r e  o f t e n  developed a t  l a r g e  
i n s t i t u t i o n s  and t h e n  sha red  wi th  o t h e r  u se r s .  A major 
h indrance  to f a s t e r  sp read  o f  programming packages is 
l ack  of p o r t a b i l i t y ,  documentation,  comple teness ,  and 
cons i s t ency .  Documentation of t h e  languages  that .  t h e  
use r  needs t o  c o n t r o l  t h e s e  packages is o f t e n  inadequate .  
While improved documentatr1.n c a n  overcome some of  t h e s e  
problems, t h e  volume of t h e  3ocumentation r equ i r ed  t o  
d e s c r i b e  t h e s e  packages is o f t e n  g r e a t ,  m ~ k i n g  it 
d i f f i c u l t  t o  comprehend what t h e  use r  should  do ,  

Packages t h a t  havc developed h igh -qua l i ty  use r  i n t e r -  
f a c e s  a r e  f i n d i n g  inc reased  p o p u l a r i t y .  A problem w i t h  
some of t h e s e  i n t e r f a c e s  is t h a t  they  may be q u i t e  
machine o r  t e r m i n a l  dependent,  e s p e c i a l l y  i f  t h e  i n t e r -  
f a c e s  r e q u i r e  on - l ine  use r  i n t e r a c t i o n .  Programs t h a t  
a r e  opevated  i n  a more t r a d i t  i c n a l  batch-or i e n t e d  s e t t i n g  
a r e  o f t e n  more p o r t a b l e .  

A s  t h e  use r  p o ~ u l a t i o n  of a package i n c r e a s e s ,  feedbacK 
from t h e  u s e r s  w i l l  improve t h e  package, i f  t h e r e  is a 
g roup  t h a t  i s  w i l l i n g  t o  t a k e  r e s p o n s i b i l i t y  to  update  
t h e  package. Feedback works w e l l  when parkages  a r e  be ing 
mainta ined by commercial o r g a n i z a t i o n s  o r  l a r g e  SSDMUs 
and n o t  a s  w e l l  when packages a r e  being develaped and 
mainta ined by r e l a t i v e ~ y  s m a l l ,  r e sea rch -o r i en ted  
SSDMUs. The T r a n s p o r t a b l e  h p p l i c a t i o n s  Execut ive  (TAE) , 
developed and ~ a i n t a i n e d  t y  t h e  Goddard Space F l i g h t  



Center, ie an example of a reasonably succeesful NASA- 
sponsored endeavor. The effort toward developing a 
transportable data analysis package at the Space 
Telescope Science Institute, which is directed toward the 
Space Telescope Mission, but coordinated with other 
astronomy analysie system developmerlts, is another 
promising area of activity. The STSCI package is meant 
to be available generally to the ST user community. We 
recommend that NASA continue to support these efforts, 
since it is difficult for small research institutes or 
academic groups to f m d  the rezources to develop or even 
to improve packages to levels that are beneficial to 
outside users. 

A successful package developer must estimate the 
number of ~tential users, and attract competent 
programmers for tke task. A developer also has to build 
a support organi:;ation to help with installation, 
sometimes adaptation, and problems encountered in use of 
the products. Except for the world of microcomputers, 
where packages are widely distributed and mass-marketed, 
we see that such packages will c o ~ t  typically between 
$10,000 to $100,000 if developed and distributed 
commercially. It is not cormercially possible for 
developers to provide software at lower prices if the 
users expeci service and sapport. 

Software can, at times, be cbtained more cheaply from 
noncommercial sources such as from mall university 
research groups. Such software in the past has typically 
not been -,upported and oftea has been poorly dxumented. 
The C3SMIC Project at the University of Georgia provides 
a service, usod by many government agencies, including 
NASA, for software distribution. While some programs are 
well-maintained, e.g., ::PSTRAN, the expectation for 
obtainin5 readily usable scftware from roncomercial 
sources is low. The final costs of installing apparently 
free software have often been quite high in the past. 

If SSDMUs Lhat develop potentiaily useful software are 
also going to provide some support service to their 
users, they will have to develop a means for recharging 
the costs incurred. We see some of thls hkppening now; 
several universities distribate their software for fees 
that are higher than the direct distribution costs, 
although they are much less than the coi~nercial pricss 
computed by summing investnent depreciation, production 
costs, marketing cost, and profit. We cannot estimate 
what the relative costs wrll be for laboratory- and 
university-developed software versus commercial?y 



developed software if identical accounting principles 
were followed. This is an important issue, since NASA 
should have a :ole in softwase development and distribu- 
tion for its cormunity. NASA should aggressively Support 
the development and maintenance of software packages for 
use by the space science community, to the extent that 
the packages are not being developed by commercial 
vendors. An example of a software package that would be 
of greet use for analysis of imaging spectrometer data is 
one using an expert systems approach to extraction of 
spectral information pertinent to mineral chemistry, 
vegetation type, etc. 

5.C.5. Data Base Management Systems 

5.C.5.1. Status. Data base management systems formalize 
the handling of large quantities of data kept on external 
storage devices. The semantics of processing large 
quantities of data are well enough understood to have 
made it possible to create data base management systems 
that are applicable to a wide range of applications, 
including applications cf use in a variety of SSDMU 
environments. 

A data base management system includes facilities for 
record management, handling of multiple but related 
files, and a schema. The schema for a data base is a 
symbolic description of the relations between data base 
paritmeters. It is represented it1 such a way that it can 
be formally interpreted by programs that access the data 
base. The symbolic description of the data permits data 
to be shared by diverse users. The users are now 
isolated from the detajled physical storage of the data 
values. The symbolic definitions germit growth of the 
data base, changes to certain limits of the data base 
structure, and portability of the data to diffe~ent 
storage devices and computers without afEecti.ng the 
programs u sing the data. 

Data base management systems have been widely accepted 
in industry and government, bct are still relatively 
little used for basic data collection in most SSDMU 
environments. One problem hindering their acceptance is 
the extremely large volume of space science data and to 
lesser degrees the intrinsic structure of the data. 
Certain Jata types, such as vectors and images, are not 
as strongly supported by commercial data base systems as 
a traditional record and field structure. We do foresee., 



however, that data base rystemr must enter to a largar 
extent the scientific community. Without greater ure of 
data bare syrtems, the scarch and access requirements 
outlined in Chapter 4 would not be met. 

S.C.5.2. Types of Data Base Management Syst=ms: 
Interfaces. There are a variety of approaches to data 
bases, and since there is much active work in the area, a 
fair amount of confusion about the applicability of data 
base approaches for space science applications continues 
to exist. In data bases we can distinguish between the 
user interface and the underly'ng imp1.ementation. Through 
the interfaces, the users specify the manipulations to be 
carried out on the data base. Specialized computer 
languages, using nonprocedural (relational) or procedural 
(navigational) approaches, provide the interface. The 
underlying implementation type determines the eilective- 
ness with which the actions can be carried out. We will 
define types for both aspects. 

A relational interface provides a nonprocedural way to 
access and manipulate data. Limitations are that con- 
ditional and looptype (e.g., do loops) structures are 
not part of the basic relational interface specifications. 
If such types of access specifications are needed, a 
procedural capability must be invoked. These procedures 
are described using data manipulation languages and 
combined into small program seyments that implement 
transactions to be performed on the data base. 

Some data base system do not provide a relational 
query capability, but only provide an interface for 
procedural access. Data bases that imp1emer.t a network 
structure, and require the user to follow the network to 
locate data, are frequently found in commercial data 
processing. If the network is limited in complexity to a 
single h-lrarchy, we speak of a hierarchical interface. 

A hierarchical intarface can be very natural for a user 
whose understanding of the data structure coincides with 
the way in which the data base interface presents the 
data. A system that internally uses a network structure, 
but provides multiple distinct hierarchical interfaces, 
is IBM1s IMb, frequently used to aid in space vehizle 
manufacturing. 

While procedural access to a data base is powerful, it 
also implies that the user understands the data base 
structure. However, it is desirable that the program 
manipulation language be independent of the data base 
structure. This independence will avoid having data base 



changes constrained by compatibility requirements related 
to other users of the data base. 

Programe access data base through transactions. A 
transaction is a small program for some well-specified 
type of task, ofteri invoked from a terminal, which 
interacts with the user and reads and writes the data 
base. Keeping a transaction program isolated from the 
actual structure of the data base by always interpreting 
all requests via the data base schema can reduce the 
efficiency of the transaction program. The ability to 
adjust a transaction prcyram by recompilation with a 
revised structure descrrption when the data base is 
changed can provide an adequate compromise. 

Access to data via natural languages (e.g., ~nglish) 
is feasible today for specisl .d environments. An 
example of such access is the Moon ROCK Catalog System 
developed for the Smithsonian Astrophysical Observatory. 
The ambiguities that plague general processing of natural 
language statements are generally avoided in the data 
base environment where the scope of the vocabulary is 
limited by the scope of the data base. The natural 
language system can be constructed using a modest number 
of verbs plus nouns that are taken from the data base 
schema and from some files of the data base itself. 

5.C.5.3.  Types of Data Base Management Systems: 
Implementation Structure. The choice of data bast 
implementstion has a tremendous effect on efficiency. 
The issues of interfaces and implerentation are strongly 
linked today, more than they shoxld be. 

The same terms--relztional, network, and hierarchy-- 
are used for implementation and interfaces, but all 
combinations of interface and implementation are 
feasible. In a pure relational implementation, each data 
type is treated as a separate file, The implementation 
ignores any relationships between data in separate 
files. When the data b a ~ e  is interrogated, the user 
specifies candidate relationships in the queries. The 
effects of not designing connections into the data base 
are a simpler structure and great flexibility. In the 
alternative (implementations--sometimes referred to as 
hierarzhical, network, or functional systcms) linkages 
between the files are per.,.itted. Referential structures 
are common on data bases that support commerical data 
processj.xg operations. The linkages, which imple~~ent 
cross references among related data, can provide much 
more rapii access to related data, but have to be 



TMLE 5.5 Selected Data Base Management Syeteme Used 
fo r  Space Research Data 

N a m  Typ. Supplier User U m g e  

RIH Relational Boeing ocean Catalog 
pilot 

Oracle Relat ions1 ORACU/RSI P:;.?t Catalog 
Menlo Park, climate 
C A data base 

INGRES Relational Relational- UCLA Catalog 
Technoloq y Voyager 
Berkeley, CA data 

IDW 500- Relational Britton-Leo Space Astronomy 
Omnibase data base telescope catalog 

macnine 

IDW 500- Relational Br itton-Lee JPL-SFOC Space 
Omnibase data base flight 

machine operations 

ca re fu l l y  designed i n  order t o  avoid cons t r a in t s  on t h e  
genera l i ty  of the  da t a  manipulation. 

We p to j ac t  ~ o n t i n u e d  i~iiprovements i n  d a t a  base system 
technology, espec ia l ly  f o r  general  r e l a t i o n a l  i n t s r f  aces  
t h a t  w i l l  become ava i lab le  on higher performance 'mple- 
mentations. A s  noted, SSDMUs m u s t  take advantage of da t a  
base management system c a p a b i l i t i e s  t o  meet t he  da t a  
management challenges raised i n  Chapter 4 .  

5.C.5.4. Data Base Management Systems Now and i n  t he  
Fature. Examples of da t a  base management systems now i n  
use fo r  space research da t a  a r e  given i n  Tabls  5.5. Many 
commercial systems place g r ea t  emphas i~  on rapid access 
t o  individual  records. For many s c i e n t i f i c  appl ica t ions ,  
l a rge  quan t i t i e s  of s imi la r  data  from d i s t i n c t  records 
have t o  be obtained. This  problem is addressed i n  some 
da ta  bases t h a t  a r e  or iented toward CAD-CAM appl ica t ions  
and a l s o  i n  some medical systems, but not general ly  i n  
commxcially ava i l ab l e  systems. The point  still  remains, 
however, t h a t  da t a  base managr~ent  systems have been 
underut i l ized i n  SSDMU environments 

Considerable a t t en t i on  needs t o  be given t o  t h e  
ove ra l l  area of s e l ec t i on  and use of da t a  base management 
systems fo r  t he  space sciences. I n  pa r t i cu l a r ,  t he  space 



science community should be encouraged t o  u t i l i z e  d a t a  
baae nanagement systems software i n  t h e i r  a c t i v i t i e s .  A 
number of commercially ava i lab le  packages can adequately 
handl? both d i r e c t o r i e s  and ca ta logs  of ex is t ing  space 
science data .  Pa r t i cu l a r  a t t en t i on  should be given t o  
che need t o  access  da ta  by loca t ion  (geographic o r  space 
coord ina tes ) ,  by time, and i n  ways t h a t  depend on 
predefined da t a  a t t r i b u t e s ,  such a s  a  s e t  of parameter 
values t h a t  would ind ica te  an in te res t ing  event. For t h e  
fu ture ,  coupling of a r t i f i c i a l  i n t e l l i gecce  i n t o  da ta  
baae managemant of s c i e n t i f i c  da t a  is an a rea  t h a t  NASA, 
together with t he  space science co.tununity, should 
ce r t a in ly  explora. Without highly capable da t a  base 
management, t he  complex, high- volume da t a  of t he  fu tu r e  
w i l l  be underut i l ized.  

5 . D .  MAXHES BETWEEN USER REQUIREMENTS AND TECHNOLOGY 

We now compare the  growth i n  demand fo r  computation 
ana da ta  sanagement discussed i n  Chapters 3 and 4 ,  with 
the  capab i l i t y  t h a t  w i l l  be provided by hardware and 
software. We have not placed software c a p a b i l i t i e s  on a  
quan t i t a t i ve  sca le .  Software can only make t.he capab i l i t y  
of hardware accessible .  I t  does not add by i t s e l f  t o  t he  
perfbrmanae of the  hardware. 

I n  order t o  overcome l im i t a t i ons  of t he  raw performance 
capabi l i ty  of s e r i e l  processor hardware, such a s  multiuse& 
systems, we expect t h a t  t he  high-speed s c i e n t i f i c  
processors t h a t  a r e  being developed w i l l  have p a r a l l e l  
data-redvction c a p a b i l i t i e s  t h a t  g r ea t l y  exceed t he i r  
increase i n  performance. S i x e  t h i s  benef i t  is only 
obtained i f  t he  pro t  rns a r e  su i t ab l e  t o r  p a r a l l e l  
processing, a  processor can achieve t h i s  speedup only on 
a f r ac t i on  of t he  tasks  t h a t  a r e  required. I n  c e r t a i n  
a reas  i n  t he  space sciences,  however, such a s  image 
processing, t h z t  f r ac t i on  may be c lose  t o  one. When we 
dea l  w i t h  da ta  a t  higher l eve l s  of abs t rac t ion ,  where 
more complex models of ana lys i s  a'Ie used, much of t he  
regular i ty  t h a t  can u t i l i z e  p a r a l l e l  processing techniques 
d i s a p p e ~ - a ,  but a t  these l eve l s  the  quan t i t i e s  df da ta  t o  
be handled a r e  expected t o  be much s m a l l s .  

A s  discussed i n  Chapter 3 ,  space science da t a  a r e  
qrowing rapidly,  doubling every several  years i f  viewed 
over a  dec&ae Lime sca le .  Comparison of t he  r a t e s  of 
growth of da ta  w i t h  the r a t e  of growth s torage capaci ty 
a t  constsnt  cos t ,  show; t h a t  da ta  growth r a t e s  w i l l  
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FIGURE 5.4 Comparison of ra tes  of growth of storage 
demaiids with ra tes  of growth of storage capacity. ES = 
earth sciences, SSP = solar and space physics, A 
astronomy, and PS = planetary dciences. I t  is assumed 
that  storage capacity and data volume .zse i n  balance a t  
preeent. Thus the projections are  norritalized t o  the data 
and storage growth curves for  1984. Deviations in slopes 
between data and storage capacity growth curves thus 
allow one t o  identify when even the s t a tus  quo ( i .e . ,  
balance today) cannot be met. For example, data base 
storage w i l l  increase f a s t  enough t o  meet only planetary 
science demands. 

exceed the ra te  of growth of constant cost  storage 
capacity in many cases (Figure 5.4) . T h u s ,  a t  constant 
cos t ,  it  does not seem pcrssible t o  be able t o  s tore  jn 
workinq, repository, or archival storage even tha t  
fraction cf space science data currently stored. To 
maintain even the s t a tus  quo of data storage w i l l  require 
an increase i n  funding. 

To obtain an estimate for procsssor requirements, we 
derive the processing power needed fzom the projected 



storage demands. We again Sase our origin on the  
assumption tha t  we need t o  a t  l eas t  maintain the preeeat 
s t a tus  quo, the present fraction of data tha t  are  
processed t o  some level.. This is an exceesively 
pessimistic assumption i f  we consider the volume of 
unproccc- space data now being stored, but it does 
provids ainimum requirement. We derive the range of 
processing demands for future years from two assumptions: 
a lower bound based on the assumption that  processor 
demand goes up l inear ly  with datt  quantity, N ;  an upper 
bound determined by the assumption that  orocessor Gemand 
increases by the order of E! log (N) of data being stored. 
Both bounds can be defended based on information theory. 
The ra te  of growth of processing demands and the ra te  of 
growth of processing capabilitietr are  overlain in Figure 
5.5. Three processing capability envelopes are  shown: 

1. Work stat ions.  The growth in capabil i ty for work 
stat ions.  This growth i s  i n i t i a l l y  very rapid, and 
continues l a t e r  a t  a slope that  f a l l s  within the range of 
growth of demand. 

2. Multiuser machines. The growth in capability for 
nultiuser machines. This technolog> i s  somewhat more 
mature, and r i ses  l e s s  steeply than work stat ions.  

3. Large sc ien t i f i c  processore. Large sc ien t i f i c  
computers, for  paralle'  operations, show a continuing 
f a i r l y  qteep curve, as  the research investment being made 
i n  t h i s  technology pays off .  This improvement, hcwever, 
is res t r ic ted  t o  computation permitting para l le l  
processing, e.g., for  image data reduction. 

From Figure 5.5 we can deduce that  work s ta t ions  and 
large-scale pa ra l l e l  sc ien t i f i c  calculations permic 
future processing of spa-' w e  data a t  current base 
cost .  Tne standard nul: ' ..~iines used by  any 
research groups c i l i  so. the processing 
s t a tus  quo. Unfor : u ~ . ~ t \  it i v+- '-: few high-powered 
work s ta t ions  or pi'raile ,e;ss: 'e now available a t  
SS3MUs. A signif icarit ink--.,. - , l s  .? cne s ta tus  quo 
(eurrznt fur,ding for d3ta  mi- nc corputation) i s  
needed i f  the  use^ deman3s f nr xessing are to  
be met. We fee l  t ha t ,  i n  ad, ~,..!:wat ive walls of 
combining hatdware and scftw.. .$st Se c:ve'ioped t o  meet 
the processing challenaes. Advanced work s ta t ions  
attached t o  multiuser systems is m e  approach. New 
concepts, such as the "hypercuben multiprocessor being 
developed a t  thc California Ins t i tu te  of Technology, 
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FIGURE. 5.5 Comparison of ra tes  of growLh of processing 
demanls with p r o j ~ c t e d  improvemer~ts in processing speed. 
ES = earth sc4ences, SSP - solar and space physics, A = 
aetrommy, PS = planetary sc.ences. Upper bounds on data 
cur. e s  based on Nlcg(N) where N = number of bits .  Lowet 
bounds based on N. As i u  Figure 5.4, data and processing 
speeds have been normalized to 1984 values. Not. tha t  
multiuser systems w i l l  or ly meet planetary demands. 
Upper bound for work s ta t ions  is for integer and lower 
bound is for floating point calculations. 

provide a-other possible approach. S,..ainly, researchers 
w i l l  need greater access to  the l a r g e s c a l e  ga ta l l e l  
processors, now l r  -ated i .. major f a c i l i t i e s ,  such as  NASA 
ce~i ters .  

3.E. RECOMMENDATIONS FOR TECHNOIffiY UTILIZATION AND 
DEVSLOPMENT 

The analysis perfc med i n  :?.is chaptsr and s t1  ,.. r ' ..: 
by information gleaned from Chapters 2 ard 4 l e  . b r a  . -  



following t c  'nology recornendations t h a t  should be 
implemented 'A improve da ta  management and rmpu ta t i on  
within SSDMll environments. 

5.E.1. Director ies  and Catalogs 

Di rec tor ies  ard ca ta logs  of space bcience da t -  s e t s ,  
using a  commercial da t a  base mancgement system, a r e  
f ea s ib l e  and a r e  reasonable approaches t o  t he  ob jec t ive  
of making space science da t a  more accessible .  Thie 
recornmendation has alre?c?y been made for  the  space 
phyeizs cornunity (NRC, 19PJ) ,  and we recommend t h a t  t he  
coilcept be ex te i~ ied  t o  c ther  space ~ c i e n  -e d i sc ip l i ne s  . 
Accessible means ava i lab ie  ti: both rapid dccess by 
ex is t ina  researchers  a.~d a l s o  r euso~ab ly  convenient 
access by researchers  who do co r r e l a t i ve  and secondxry 
da ta  analysis .  The l a t t e r  may i n  t he  long range be a  
l a rge  f r ac t i on  of t h .  space s c i e ~ ~ c e  corrrnunity. 

We recomme~~d t h a t  NASA vigorously pv-sue se lec t ion  and 
implemencatim of d i r e c t o r i e s  and c a t ~ l q s  cf ex iv t i rg  
da ta  ir. d var ie ty  of S S K  environments, including access  
t o  non-NASA data .  While NASA cannot be ex;ected t o  . ? r ive  
the construct ion of data  s e t s ,  ca ta logs ,  and d i r e c t a r i e s  
fo r  other agencies or other  gr,varnnents, NASA can take an 
ac t ive  leadership rolt* in  s e t t i ng  standards and pract i c e s  
f o r  data  base management, and it ccclld encourase o. her 
bodies t o  pa r t i c ipa t e  i n  t ne  process 01 makina data  
accessible  t o  the  space sclence community. Access t o  
non-NASA da ta  is crclcial f o r  the  so la r  and space physics 
and ear th  scienccs commmities. Electronic  access is 
highly des i rab le ,  including the  a b i l i t y  t o  search through 
d i v  x t o r i e s  and c a t a l ~ s ,  and t o  t-iowse through data  
subsets.  

5.E.2. Srandards 

Tn order t o  support d i rec tory  and catal.09 access and, 
more general ly ,  integrat ion and portal;'.1ltql xrmg space 
sc i tnce  groups, standards must be eztablished and followed 
t o  a  much greater  extent  than i n  the past .  Standards 
must be developed i n  cooperation with the space science 
community t o  be effect : . , .  I n  some s i t ua t i ons ,  adequate 
standards e x i s t  and ihould be Coll~we3,  pven i f  the:. 
d i sab le  some technological. . t in:ization. Examples a r e  
t he  communication standards :or d3ta packet t ransmlseio.~ 



(IS0 X.25 etc.) and the local  network standards 
( I---802) . 

I n  other areas, nearly suitable standarde exis t .  The 
o f f i ce  work attations are  daveloping standards for image 
representation (GKS) and transmittal,  a s  well as  
standard8 for electronic mail. These standards can of ten  
be expanded within thei r  original  concepts and w i l l  
minimize the cos ts  of reinventing, even i f  they a t i l l  
require rebuilding of software. 

In  areas where NASA and its research community has 
expert ise and needs tor  sharing, it should become a 
leader i n  the standards area. For example, formats f o r  
raster-scan d i g i t a l  images as  stored on disk and tape 
should be standardized. 

S . E . 3 .  Technology Development Efforts  

Hardware and software research t o  support NASA objec- 
t i v e s  should be focused on those areas where \mmercial 
development w i l l  be slow. Since the t o t a l  research 
support w i l l  be limited, it w i l l  be important t o  identify 
pressure points and provide enough support in  those 
f i e l d s  t o  ge t  a c r i t i c a l  mass. This means ignoring 
topics tha t  are currently popular, although those areas 
should be tracked for  developmental support. Review of 
proposed rssearch projects  has t o  include a mix of users 
and sc ien t i s t s  knowledgeable in  areas of NASA concern. 
A s  noted, areas t o  evaluate include applications software 
packages, high-speed communications networks, software 
for pa ra l l e l  processors, advanced data base management 
software for sc ien t i f i c  data, and augmentation of 
mul t iu~er  sys tem with high-speed work s ta t ions  or  use of 
other innovative combinations tha t  allow researchers t o  
maintain a t  l eas t  a processing s t a tus  quo. 

We recommend an approach t o  developing applications 
software packages tha t  w i l l  be of use to  the space 
science community. In some cases, small changes to  
vendor-mpplied packages may be needed. In other casesi 
major development t f f c r t s  may be called for. In the 
l a t t e r  case, the science community should be d i rec t ly  
involved, including actual  development work i n  
appropriate si tuations.  In any case, packages should not 
be developed without the continuing advice from the 
eventual users of the packages. 



The camtry needs and, unless I mistake i t 8  

teaper, the country d m s  bold, persistent 
eltper lmentatiaa. I t  is carrrn sense to take a method 
and t r y  it. I f  it f a i l s ,  &t it frankly and try 
another. But above a l l ,  try sarthirq. 

Franklin Delano Rooaevelt 

6 .A. INTRODUCTION 

In previous chapters we dealt with space science data 
volumes, growth rates, and uses, we summarized probable 
technological advances in computation and data management 
of relevance to SSDMU environments in the 1980s and 1 9 9 0 ~ ~  
and we recommended a series of technology endeavors to 
meet user demands. However, as noted in CODMACus previous 
report (NRC, 1982), technology limitations have not been 
the prime impediments to improved computation and data 
management in the past. Rather, limitations in the 
management approaches to data issues have been the prime 
impediments. Thus considerable attention needs to be 
devoted to how to plan, implement, and operate SSDMUs, 
given the need for data centers, repositories, and active 
data bases, and given their widespread geographic dis- 
tribution. In this chapter we review the "pilotu 
approach that the NASA Information Systems Office (IS01 
has taken to solve selected data problems, we discuss a 
number of SSDMU examples that we feel meet or will meet 
user requirements in reasonable ways, and we develop 
guidelines f w  an approach that involves distributed, but 
coordinated SSDMUs of varying sizes snd levels of 
responsibilities. Basic and assumed tenets integrated 
throughout the discussions are the principles for 
successful management of scientific data that were 
developed by CODMAC and that are listed in Table 6.1. 
The primary tenet is the active involvement of the 
science comunitp in the planning, implementztion, and 
operational phases of SSDMUs. 



T A B U  6.1 Principles for Succearful Management of Space 
Science Data from First CODMAC Report (NRC, 1982) 

1. Scientific Involvement: There should be active 
involvement of s~ientists from inception to completion of 
space missions, projects, and programs in order to assure 
production of, and access to, high-quality data sets. 
Scientists should be involved in planning, acquisition, 
processing, and archiving data. Such involvement will 
maximize the scienceoriented and. applications-oriented 
missions and improve the quality of applications data for 
application users. 

2. Scientific Oversight: Oversight of scientific 
data-management activities should be implemented through 
a peer-review process that involves the user community. 

3. Data Availability: Data should be made available 
to the scientific user community in a manner suited to 
scientific research needs and have the following 
characteristics: 

(a) The data formats should strike a proper balance 
between flexibility and the economies of nonchanging 
record structure. They should be designed for ease of 
use by the scientist. The ability to compare diverse 
data sets in compatible forms may be vital to a 
successful research effort. 

(b) Appropriate ancillary data should be supplied, as 
needed, with the pri~ary data. 

(c) Data should be processed and distribiuted to users 
in a timely fashion as required by the user community. 
This respnsibility applies to principal investigators 
ant? to NASA and other agencies involved in data 
collection. Emphasis must be given to ensuring that data 
are validated. 

(dl Proper documentation should accompany all data 
set8 that have been validated and are ready for 
distribution or archival storags. 

4. Facilities: A proper balance between cost and 
scientific productivity should govern the data processing 
and storage capabilities provided to the scientist. 

5. Software: Special emphasis should be devoted to 
the acquisition or production of structured, 
transportable, and adequately documented software. 

6. Scientific Data Storage: Scientific data should 
be suitably annotated and stored in a permanent and 
retrfevable form. Data should be purge.' only when deemed 
no longer needed by responsible s c i e n t ~ ~  : overseers. 
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TABLE 6.1 ( con t inued)  

'1. Data  System Funding: Adequate f i n a n c i a l  r e s o u r c e s  
should  be  set a s i d e  e a r l y  i n  each ~ r o j e c t  to comple te  
d a t a  base  management and computation a c t i v i t i e s ;  t h e s e  
r e s o u r c e s  shou ld  be c l e a r l y  p r o t e c t e d  from loss due  t o  
o v e r r u n s  i n  costs i n  o t h e r  p a r t s  o f  a g i v e n  p r o j e c t .  

6.B. PILOT PROGRAMS--LEARNI:-'3. FROM EXPERIENCE 

6.B.1. I n t r o d u c t i o n  

I n  r e sponse  t o  CODMACns d e l i b e r a t i o n s  and t h e  pe rce ived  
needs o f  t h e  s p a c e  s c i e n c e  community, t h e  IS0  h a s  i n i t i -  
a t e d  a number of p i l o t  computation and d a t a  management 
a c t i v i t i e s .  The p i l o t  programs are meant to  implement, 
i n  expe r imen ta l  ways, p ro to type  in fo rma t ion  sys tems t h a t  
(1) d i r e c t l y  invo lve  t h e  s c i e n c e  c o m u n i t y ,  (2)  mainly  
u t i l i z e  e x i s t i n g  t e c h n o l c y i e s ,  and (3) h e l p  improve 
computation and d a t a  management i n  each o f  t h e  s p a c e  
s c i e n c e  d i s c i p l i n e s .  The p i l o t s  a r e  meant t o  be  focused 
on d a t a  sets and d r i v e n  by r e s e a r c h  p r o j e c t s  t h a t  embody 
a major s u b s e t  of  t h e  requi rements  f o r  t h e  e n t i r e  
d i s c i p l i n e .  The i n t e n , t  is to  l e a r n  through technology 
and management exper iments ,  e v e n t u a l l y  developing a 
p ro to type  system t h a t  c a n  be "handed-off" i n  some way f o r  
management and s u p p o r t  by NASA's r e s e a r c h  and a n a l y s i s  
programs. P i l o t s  a r e  planned f o r  a 5-year development 
e f f o r t  b e f o r e  be ing handed ove r  t o  t h e  r e l e v a n t  
d i s c i p l i n e  programs. 

6.B.2. P i l o t  Program D e s c r i p t i o n s  

I n  t h i s  s e c t i o n  w e  d e s c r i b e  t h e  scope  and a c t i v i t i e s  
w i t h i n  t h e  fou r  p i l o t s  e x i s t i n g  o r  planned w i t h i n  t h e  IS0 
and t h e  space  s c i e n c e  communithv. 

6.8.2.1. P i l o t  Ocean Data System. The P i l o t  Ocean Data 
System (POW), begun i n  1980, is t h e  most mature p i l o t  
a c t i v i t y  and,  i n  f a c t ,  is i n  che  p r o c e s s  of being "handed 
over" t o  t h e  O c ~ a n i c  P rocesses  Branch, E a r t h  Sc ience  and 
A p p l i c a t i o n s  Program O f f i c e  of NASA. The pr imary  purpose  
of PODS is t o  p rov ide  a c c e s s  t o  ocean ic  s a t e l l i t e  d a t a  



sets. The primary d a t a  used to eva lua te  t h e  PODS approach 
have been t h e  l e a r a t  d a t a  sa te .  PODS was developed by 
t h e  Jet Propuls ion Laboratory (JPL) with  he lp  from t h e  
oceanography community. PQD8 c o n s i s t s  of a c e n t r a l  
coaputer 8y8tem a t  JPL with  about 10' byte6 o f  S a a s a t  
and o t h e r  d a t a  on-line. Users accers  d i rec to r ie r r  and 
ca ta log8  of t h e  d a t a  remotely using t h e  R I M  d a t a  baee 
management sof tware i n  i n t e r a c t i v e  setmione. Browsinq 
can  be done with  s p e c i a l ,  preprocessed d a t a  f i l e s ,  and 
d a t a  sets can be de l ivered  a s  t a b l e s  o r  p l o t s .  Xl ter-  
na t ive ly ,  d a t a  can be mailed, based on user  requests .  I n  
summary, PODS is an example o f  an SSDMU spor t ing  
c e n t r a l i z e d  d i rec to ry ,  ca ta log ,  and d a t a  se rv ices .  

6.8.2.2. P i l o t  Climate Data System. The P i l o t  Climate 
Data Systems (PCDS), based a t  t h e  Goddard Space F l i g h t  
Center  (GSFC) is, i n  many ways, p a r a l l e l  t o  JPL's PODS 
e f f o r t s  f o r  t h e  oceanic  sciences .  The PCDS is a 
c e n t r a l i z e d  d a t a  base housing selected c l i m a t e  da ta ,  wi th  
d i r e c t o r y ,  ca ta log ,  and d a t a  request  services .  Extensive 
g raph ics  c a p a b i l i t y  e x i s t s  wi thin  t h e  PCDS a r e a  a t  t h e  
GSFC, using t h e  Transportable  Appl icat ions  Executive 
( T U )  , toge ther  with t h e  Template g raph ics  package. The 
Oracle  d a t a  base management software is beicg used t o  
manage t h e  d a t a ,  which include both s a t e l l i t e  and ground 
meteorological measurements. The PCDS has  been p u t  
together  with  advice from a sc ience  s t e e r i n g  group 
composed of NASA and u n i v e r s i t y  s c i e n t i s t s .  

6.B.2.3. P i l o t  Planetary Data System. The P i l o t  
Planetary Data System (PPDS) is designed t o  experiment 
with  ways t o  improve computation and d a t a  management f o r  
p lane ta ry  missions (e.g., MGCO mission) and f o r  SSDMUs 
t h a t  a r e  involved i n  processing and c u r a t i o n  of p lane ta ry  
data .  P lane ta ry  d a t a  aqd researchers  a r e  widely dis-  
t r i b u t e d ,  being located a t  f e d e r a l ,  u n i v e r s i t y ,  and 
p r i v a t e  l abora to r ies .  Thus, t h e  approach being used i n  
PPDS a c t i v i t i e s  is a d i s t r i b u t e d  one, involving housing 
t e s t  d a t a  s e t s  a t  f i v e  u n i v e r s i t i e s ,  a t  JPL, and t h e  U.S. 
Geological Survey. The ind iv idua l  s i t e s  w i l l  c o n t r i b u t e  
t o  a d i r e c t o r y  and ca ta log  of d a t a  probably to be housed 
i n  a c e n t r a l  d a t a  base machine a t  JPL. Ind iv idua l  d a t a  
s e t s ,  on t h e  o t h e r  hand, w i l l  be housed with and under 
t h e  c o n t r o l  of t h e  var ious  groups involved. The sites 
w i l l  be e l e c t r o n i c a l l y  l inked by 1200- and 9600-baud 
"dial-up" modems t o  a l low users  to  do d i r e c t o r y  and 
ca ta log  sea rches  and t o  then be d i r e c t e d  t o  t h e  



appropriate sites for access to the data sets proper. 
The experiments are centered in part on understanding the 
best ways of implementing such a distributed rpproach, 
including both management and technology lessons. 

6.B.2.4. Pilot Land Data System. In the earth sciences, 
effective use of satellite remote sensing data has been 
consistently handicapped by inadequate information 
systems. The goal of the Pilot Land Data System (PISS), 
which is still in the planning stage, is to establish a 
limited-scale information system to explore scientific, 
technical, and management approaches to satisfying the 
needs of that part of the earth sciences community 
concerned with the space-borne observations of the land 
surface (Estes et al., 1984) Because the research 
community and the data sets of concern are located at a 
number of institutions, the approach taken is to develop 
a prototype distributed information system. The PLDS is 
being specifically structured to serve the needs oi NASA 
and NASA-related land science users in universities, 
private industry, and other federal and state governmental 
agencies. Development of the PLDS represents a signifi- 
cant challenge, due to the number and size of relevant 
data acquisition, networking, processing and analysis 
systems, and the need to connect scientists at a number 
of institutions across the country who are currently 
employing a variety of hardware and software systems. As 
such, the PLDS is conceived of as a proof-of-csncept tool. 

PLDS implementation will proceed in stages to involve, 
in system managemen: and operation, resesrchers with a 
long-term commitment to the use of the data and to 
sharing their data with others for the purpose of 
conducting science research. System development will 
proceed to link key research groups conducting land 
science research with key data archive, depositories, and 
supp1.iers. PLDS will strive to improve the ability to i:, 
science and to minimize the time currently spent by 
scientists performing library, communications, and image 
processing functions. PLDS will proceed through building 
on existing systems, with the integration of and testing 
of available, well-understocd ("lorrisk") technology. 
Using a science scenario approach employing ongoing 
research to drive pilot planning and implementation, PLDS 
is expected to form the basis of a full-scale land data 
system. Thus PLDS can in turn serve as an information 
System prototype for the observations from Earth 
Observation System (EOS), a suite of Earth-observing 



rpacecraft: proposed for the Space Station era (Butler et 
al., 1984) . 
6.B.3. Guidelines for Pilots 

Pilot programs provide logical ways of learning 
through experience about the practical problems of 
developing technology tools in a variety of SSDMU 
environments. We applaud the strong involvement of the 
science comunity in the pilot activities. However, the 
pilot prqrams are much more than technology eval~ation 
efforts. The pilots can be used to gain experience in 
ways to manage data-intensive activities. We suggest 
that the management experiences gained may be just as 
important as the technolagy experiments. We recommend 
that the pilot programs be structured in ways to ensure 
that those experiences are recorded and used as guide 
lines for operational systems. 

The pilots should be designed toward specific 
long-range objectives, such as developing managemer.t 
philosophies and technologies for mission repositories or 
archives, or developing methods for managing distributed 
active data base sites. It is mandatory that pilots be 
developed with close cooperation between IS0 and the 
discipline areas within NASA and with clear directions as 
to whtt system or SSDMU enviromnent is envisioned at the 
completion of the pilot. The discipline offices, if they 
are to inherit uaintenance costs for the operational 
equivalents of the pilots, should also clearly understand 
what the financial burdens will be. Thus far, the 
eventual design goals for the prototype systems, the 
manner of .handing offm to discipline programs, and the 
recognition of continuing costs beyond the 5-year pilot 
periods have not always been clear. 

We recommend that the pilots move toward developing 
management approaches and technology methods that are 
directed toward realization of a distributed SSDMU 
approach involving data centers, repositories, and active 
data bases that are linked by an information network. We 
also recommend that pilots be initiated for other dis- 
ciplines and that the pilots focus toward developing 
information network capabilities to meet geographically 
distributed systems. The information network development 
efforts should be concentrated on linking together the 
three major SSDMU types, with an emphasis on remote 



i access to directories, catalogs, browse data files, and 
j to data propar, 

Selection of participating organizations for pilots 
should be open to the community by "Dear Colleague" or 
other informal, but open solicitation rautes. Institu- 
tions should be selected for quality, diversity, existing 
capabilities and experience, potential future applications 
of the developed experiences, and unique or special areas 
of research, data base possession, or other important 
attr lbutes. 

6.C. EXAMPLES OF EXISTING AND PLANNED SPACE SCIENCE DATA 
MANAGFHENT UNITS 

A description of several existing or planned SSDMUs 
that we consider to be examples of reasonable ways to 
meet user requirements is now given. The intent is to 
provide the reader, through examples, with attributes of 
reasonable SSDWUs. Examples are chosen from several 
scfentific fields. Some ere new developiiients, and all 
involve large data sets. In some cases, data rcpositorics 
are involved; active data bases are involved in others; 
and in the following case the institution is an archive, 
repository, and active data base site. 

6.C.1. Space Telescope Science Institute 

The Space Telescope Science Institute (STScI) repre- 
sents an important firststep in the implementation of 
CODMAC' s 1982 recommendations. The Space Telescope (ST) , 
as the first more or less permanent observatory in space, 
has its scientific management assigned to an independent 
institute, run by astronomers. The STScI is operated by 
the Association of Universities for Research in Astronoidy, 
'Inc., under contract to NASA. The STScI has as its 
primary responsibility the conduct of the science program 
of ST, following policy guidelines established by NASA. 

As such, the STScI's responsibilities include 
selecting, f u,lding, and providing technical support to 
observers and archival reawrrhers; planning, scheduling, 
and implementing observations; processing, archiving, and 
distributing data; evaluating performance and advising 
NASA; and ensuring wide use of ST data. 

The STScI will carry out observing proposal solicita- 
tion, including educating the comm~nity about observing 



opportunities, and will set up and implement peer review 
of proporalr and allocation of available obrerving time. 
After proporals are approved, the STScI will carry out 
long-term planning and detailed scheduling of obrdrva- 
tionr, including comaand sequence generation, guide rtar 
rolection, calibration activitier, etc. It will also 
carry out the observations, monitoring the instruments 
and supporting astronomers in real-time activities (target 
acquisition, real-time data evaluation, instrument 
paraaeter selection) at a science control center at the 
STScI. The science data stream will be sent to the 
STScI, where it will be edited, calibrated, and archived. 

The basic philosophy of user interaction involves 
astronowrrs proposing observations, coming to the STScI 
to carry out the observations with support t r m  the 
staff, baing provided with edited andlor "pipelir,en 
calibrated data, carrying out some amount of interactive 
data analysis using STScI-supplied software and hardware, 
and then taking data, intermediate results and possibly 
software home for further analysis. Perhape more 
significantly, the concept of archival research is very 
much a part of the ST program. It is planned that 
astronomers can submit proposals to do archival research 
(data are nonproprietary after a year), and be suppo-ted 
to do this work on the same basis as observers. Thus the 
existence of a permanent and adequate archive at the 
STScI is a given. Finally, the STScI has been assigned 
the traditional NSSDC data curation responsibilities for 
S!C data and must answer public requests for data. It is 
clear that for ST, the STScI operates in all three modes 
of data management systems: a data repository, an active 
data base, and a data center. 

The bast .he capabilities in the area of data manage- 
ment originally planned (and funded) for the STScI include 
a pipeline data processing system, a host computer 
environment, and a tape archive catalogued by a hardware 
data base management system. These systems were com- 
mercially developed via an independent contract. In 
addition, a set of basic data analysis $rugrams were 
developed by the STScI itself. Although significant 
progress has been made toward a documented, transportable, 
and "user-friendly" and "programmer-friendlyn data 
analysis system, much of the baseline system still 
coneists of moderately machine-dependent, classical 
software. Although requirements for a state-of-the-art 
archive system (on-line catalog and possibly data, remote 
access browse facility) have been generally ag~eed upon 



in principle by NASA, adequacy of funding and dew' 
methodology remain in question at this tim. 

The charter of the STScI is cormnendabla in it jedioa- 
tion to CODEIAC recomendations, including insistenize or1 a 
staff that includes active researchers. The actual 
implementation of the ST support facilities has, hcwevcr. 
suffered to some excent from a residue of tne same 
problems that have always plagued data management systems. 
For example, although extensive scientific involvement is 
planned for the operational era (see Table 6.1, l), the 
STScI was not established prior to the specification of 
the bulk of the ground system. Significant problems thus 
developed due to lack of scientific involvement in areas 
such as the planning and scheduling system, and the 
command language for data analysis. Although data formats 
have evolved toward ease of scientific use (Table 6.1, 
3a), ancillary data (3b) remains a problem. Little 
attention was paid to transportability of software ( 5 ) .  
Finally, financial resources for operations and data 
management activities were often threatened by overruns 
in other parts of the project (Table 6.1); resources for 
the archival system, remotn access, and data system 
modifications still need protection. 

6.C. 2. Space Physics Analysis Network 

This system is an effort developed by the Space Plaema 
Physics Branch of NASA's Earth Sciences and Applications 
Program Office. It was established by a Data Systems 
Users Working Group (DSUWG) of that branch, in order to 
respond to user needs for a space physics analysis 
network. The Space Physics Analysis Network (SPAN), 
which is managed by the Marshall Space Flight Center 
(MSFC), consists of a communications network in a star 
conf iguratlon. SPAN provides computer-tc-computer 
communication, distributive processing, data archiving at 
the MSFC central node, and standardization of the file 
structures. Data rates vary from 300 baud to 56 kbps. 
Through nodes ather than the central n&e, this net is 
interfaced with other networks, such as ARPANET and 
TELENET. Researchers are finding that the network 
greatly enhances the correlative output of the network 
institutions and has promoted the sharing of software 
developments. One hundred and six space physins users 
are currently involved, and plans call for a large 
expansion in the number of nodes. SPAN is part of the 



Data Syr tnnr  Technology Program (DSTP) and is playing a 
r o l e  i n  t h e  SPACELAB program. SPAtl a l ready  provides 
accer r  t o  a number of l a r g e  d a t a  sets and with t h e  
a d d i t i o n  of new nodes w i l l  come more and d i v e r s e  d a t a  
Beta. C lear ly ,  SPAN is a s t e p  i n  t h e  r i g h t  d i r e c t i o n  i n  
t e r m  of  l i n k i n g  d i r e c t o r i e r ,  catalofrs,  d a t a ,  and 
researchers  cogether. 

6.C.3. G a l i l e o  NIMS Experiments 

T h i s  G a l i l e o  Mission includes  a Near I n f r a r e d  Mapping 
Spectrometer ( N I M S ) ,  an experiment involving t h e  f i r s t  
use of an imaging spectrometer i n  deep space. NIMS is on 
t h e  G a l i l e o  O r b i t e r ,  which is scheduled t o  beqin observa- 
t i o n s  i n  1989 of t h e  Gal i l ean  s a t e l l i t e s  and J u p i t e r  over  
a 20-month period. 

The NIMS experiment w i l l  produce images of t h e  
s a t e l l i t e  s u r f a c e s  and of t h e  J u p i t e r  cloud-tops a t  208 
s p e c t r a l  bands from 0.7 t o  5 um. The raw inagee w i l l  
have a sire of  20 x n s p a t i a l  p i x e l s  with n = about 
100,600. The t o t a l  expected d a t a  volume its about a 
t e r a b i t ,  d a t a  use fu l  t o  a v a r i e t y  of planetary sc iences  
users ,  including atmospheric science,  geology, vol- 
canology, and geophysics. 

Three l o c a t i o n s  i n  t h e  United States , ,  and cne r - i s h  
and one French s i t e ,  a r e  involved i n  major way d a t a  
processing f o r  t h e  misa:;~. These loca t ione  s t  
f o c i  of e x p e r t i s e  an6 ( i n  some cares )  techno since 
d a t a  set u s e r e  and assoc ia ted  technique deve J ,  along 
viith co- invest igators ,  a r e  concentrated i n  tt c e n t e r s .  
Tile U.S. c e n t e r s  w i l l  no t  only a c t  d i r e c t l y  i n  supprs t  of 
t h e  experiment and t h e  p r o j e c t  (Publ ic  Information, 
Mission Operations,  Science Data Analysis) , bnt  a l s o  w i l l  
be f o c i  f o r  f u r t h e r  sc ience  e f f o r t s  assoc ia ted  with t h e s e  
d a t a  s e t s  and i n  support  of f u t u r e  missions. Thu.3 these  
c e n t e r s  have long-term and developmental involvement wi th  
t h e  d a t a  baaes,  and a r e  l o g i c a l  c e n t e r s  f o r  management of 
l i b r a r y  and a c t i v e  d a t a  base management systems. 

Ealh U.S. c e n t e r  is assigned an a rea  of emphasisr J e t  
Propulsion Laboratory f o r  reformat t ing of t h e  da ta ,  
f i r s t - l o o k ,  archiving;  U.S. Geological Survey f o r  
geometric c a l i b r a t i o n  and mapping; Univers i ty  of Hawaii 
f o r  s p e c t r a l  and radiometric c a l i b r a t i o n  and s p e c t r a l  
('image cube') ana lys i s .  The European c e n t e r s  w i l l  
superv i se  atmospheric s tud ies .  



The U.S. c e n t e r s  a r e  t o  be  connected  by e l e c t r o n i c  
c o m u n i c a t i o n  l i n k s ,  and d a t a  p roduc t s  w i l l  be  sha red  
between '.he JPL Center  and o t h e r  c e n t e r s  a s  well a s  
between c e n t e r s .  The computing hardware and o p e r a t i n g  
systems a r e  s i m i l a r  bn t  n o t  i d e n t i c a l .  A t e n t a t i v e  
d a c i s i o n  h a s  b e - n  made t o  have complete c o p i e s  o f  t h e  
b a s i c  d a t a  s e t .  a t  each c e n t e r  and p a s s  between c e n t e r s  
o n l y  t h e  a lgo r i thm and pa rame te r s  needed to r o c a l c u l a t e  
d e r i J e d  d a t a  p r d u c t s .  

Along wi th  t h e  d a t a  r e d u c t i o n  d i r e c t l y  a s s o c i a t e d  wi th  
t h e  Galileo-NIMS experiment,  each c e n t e r  w i l l  c o n t i n u e  
s c i e n c e  d a t a  a n a l y s i v  a s  p a r t  o f  o t h e r  r e s e a r c h  programs. 
Thus t h e r e  w i l l  be  a c t i v e  d a t a  sets a t  t h e  c e n t e r s  a s  
w e l l  a s  r e p o s i t o r y  d a t a  sets. These  d a t a  sets w i l l  be 
a v a i l a b l e  to o t h e r  u s e r s  a s  fu:.ds and technology a l low.  
I t  is n o t  c l e a r  y e t  i f  and when an a r c h i v a l  d a t a  set w i l l  
be gene ra t ed  and where it w i l l  r e s i d e  on  a long-term 
b a s i s .  

6.C.4. P l a n e t a r y  Data S y s t e s  

S i n c e  t h e  concep t s  f o r  t h e  P l a n e t a r y  Data System (Fud) 
have been q u i t e  well developed ( R i e f f e r  e t  a l . ,  1984) ,  it 
is u s e f i l  t o  d e s c r i b e  them i n  some d e t a i l .  PDS is a p l a n  
f o r  an  aggrega t ion  of SSDMUr to a r c h i v e ,  & ; t r i b u t e ,  and 
ana lyze  c l a n e t a r y  da t a .  The P i l o t  P l a n e t a r y  Data System 
(PPDS) is being used a s  a means t o  g a i n  expe r i ence  i n  
ways t o  s t r u c t u r e  a d i s t r i b u t e d  system and to p rov ide  a 
p r o t o t y p e  system t h a t  cou ld  grobZ i n t o  a PDS. The PDS 
concept  i s  based on a l ead  SSDMU o r  SSDMUs, l i n k e d  to a 
set of a c t i v e  d a t a  base  sites, a concept  o r i g i n a l l y  
developed i n  a CODMAC summer s tud1  ( i n  1983) t h a t  l e d  t o  
t h l s  r e p o r t  (see Chapter 4, Table  4.2) . 

The s p e c i f i c  f u n c t i o n s  of t h e  l ead  SSDMU o r  SSDMUs 
would be  l a r g e l y  those  o f  what we term t h e  d a t a  c e n t e r  o r  
c e n t e r s .  The f u n c t i o n s  would inc lude  t n e  fo l lowing:  

1. To manage and c o n t r o l  a c t i v e  d a t a  base  sites. 
2. To mainta in  and d i s t r i b u t e  d i r e c t o r i e s  and 

c a t a l o g s .  
3. To ma in ta in  primary a r c h i v e  f o r  raw d a t a  and 

redundant a r c h i v e s  f o r  t h e  a c t i v e  d a t a  bases ,  
4. To i n t e r f a c e  wi th  i n d i v i d u a l  p l a n e t a r y  mis s ions  

and sometimes a l low t h e  PDS t o  be a d a t a  r e p o s i t o r y  f o r  a 
g i v e n  mission.  



5. To d i s t r i b u t e  miss ion  d a t a  to a c t i v e  d a t a  b a s e  
s i te .  

6. To p rov ide  a l e a d e r s h i p  r o l e  i n  developing and 
en fo rc ing  d a t a  format s t anda rds .  

7. To t a k e  r e a p o n a i b i l i t y  f o r  " s t anda rdw so f tware  o f  
i n t e r e s t  to  a wide set of users .  PDS should  encourage  
t h e  development of such so f tware  i n  t r a n s p o r t a b l e  and 
e a s i l y  used code. 

8. To p r  v ide  a c c e s s  to a c c u r a t e  supplementai  
obse rva t io t r a l  d a t a  d e s c r i b i n g  t h e  v iewins  geometry, w i t h  
t h e  c a p a b i l i t y  t o  up?. 2 t h e  d a t a  a s  improved naviga- 
t i o n a l  d a t a  a n a l y s i s  becomes a v a i l a b l e .  

The s p e c i f i c  f u n c t i o n s  o f  t h e  SSDMUs t h a t  would be 
l o c a t i o n s  o f  a c t i v e  d a t a  Lases would be a s  fo l lows:  

1. To develop s p e c i a l i z e d  processed d a t a  sets to meet 
t h e  s p e c i f i c  r e s e r r c h  needs a t  t h a t  s i te .  

2.  To rllaintain a c a t a l o g  o f  such d a t a  sets and a 
r e p l i c a  of t h e  maacer c a t a l o g  from t h e  load  site. 

3.  To ma in ta in  documentation of t h e  p rocess ing  r e e p s  
involved i n  g e n e r a t i n g  t h e  d a t a  sets. 

4 .  To p rov ide  l i m i t e d  s p e c i a l i z e 1  d a t a  p rocess ing  
hardware and so f tware  t o  remote use r s .  

5. To provide  more involved d a t a  p rocess ing  i n  a u se r  
work s t a t i o n  environment. 

Both l e a d  SS9MUs ( d a t a  c e n t e r s )  and a c t i v e  d a t a  base  
s i te  SSDMUs should invo lve  s c i e n t i s t s  a c t i v e l y  engaqed i n  
r e s e a r c h  u t i l i z i n g  t h e  d c t a  bases.  PDS would have a peer  
group review pane l  t o  provide  adv ice  and review o f  t h e  
func t ion ing  of t h e  system and to e s t a b l i s h  c r i t e r i a  f o r  
t h e  a d d i t i o n  o f  documentation and d a t a  to t h e  system. 
S e c u r i t y  p r o v i s i o n  f o r  t h e  d a t a  bases  is c l e a r l y  an  
i n t e g r a l  p a r t  o f  t h e  system. 

The PDS, which was developed by t h e  use r  community 
through a s e r i e s  o f  workshops, is c l e a r l y  a s t e p  i n  t h e  
r i g h t  d i r e c t i o n .  We recommend t h a t  NASA i n c i d d e  funding 
I n  'Ae f u t u r e  for phac'7q-in o f  t h e  PDS a s  t h e  P i l o t  
P l a n e t a r y  Data system marures and t h e  a p p r o p r i a t e  
expe r i ences  and t echno log ie s  c a n  be u t i l i z e d  i n  t h e  
ope ra t io r . a l  ( i . e . ,  PDS) environment. F u r t h e r ,  we 
recommend t h a t  NASA e x p l o r e  incopora t ion  of deep s p a c e  
miss ion  o p e r a t i o n s  and d a t a  r e p o s i t o r i e s  i n t o  t h e  PDS 
concept.  



6.C.5. E a r t h  Observat ion  Data  System (BODS) 

A s  noted  i n  Chapter  4, t h e r e  is a t r e n d  w i t h i n  NASA 
and t h e  space  s c i e n c e  cmmuni ty  i n t e r e s t e d  E a r t h  observa- 
t i o n s  t o  a s k  q u e s t i o n s  t h a t  a r e  m u l t i d i s c i p l i n a r y  i n  
n a t u r e  and g l o b a l  i n  s c a l e .  A t  t h e  p r e s e n t  time, t h e  
l and ,  oceans ,  atmosphere,  and c l i m a t e  r e s e a r c h  communities 
a r e  c h a r a c t e r i z e d  by g e o g r a p h i c a l l y  d i s p e r s e d  u s e r s  w i t h  
varying l e v o l s  o f  t e c h n i c a l  s o p h i s t i c a t i o n ,  o p e r a t i n g  i n  
a more o r  less independent manner. S a t e l l i t e  remote 
sens ing  o f f e r s  t h e  community i n t e r e s t e d  i n  E a r t h  observa- 
t i o n s  a unique t o o l ,  one  t h a t  c a n  supply  t h e s e  s c i e n t i s t s  
w i t h  l a r g e  *~olurnes o f  d a t a  o f  a c o n s i s t e n c y  and s c a l e  
p rev ious ly  u n a t t a i n a b l e .  Y e t ,  t h e  e f f e c t i v e  u s e  o f  t h i s  
t o o l  h a s  c o n s t a n t l y  been h indered  by t h e  l a c k  of adequa te  
informat ion  systems.  

The o v e r a l l  g o a l  of  t h e  planned E a r t h  Observat ion  Data  
System is to p rov ide  a powerful  and r e spons ive  system to  
s u p p o r t  e a r t h  s c i e n c e  r e s e a r c h  ( B u t l e r  e t  a l . ,  1984).  
EODS would suppor t  r e s e a r c h  t h a t  w i l l  f a c i l i t a t e  under- 
s t a n d i n g  of t h e  complex i n t e r a c t i o n s  t h a t  c h a r a c t e r i z e  
our  p l a n e t ,  through mapping, i nven to ry ,  moni tor ing ,  
p r e d i c t i n g ,  and modeling. EODS w i l l  p rov ide  a mechanism 
f o r  improving s c i e n c e  a c c e s s  to and t h e  s h a r i n g  o f  E a r t h  
o b s e r v a t i o n  d a t a  sets, both  NASA and non-NASA, and 
advance p rocess ing  c a p a b i l i t i e s  and a n a l y s i s  techniques .  
C h a r a c t e r i s t i c s  t h a t  w i l l  be r e ~ ~ u i r e d  i n  an E a r t h  
obse rva t ion  inc lude  t h e  fo l lowing:  

An i n t e i l i g e n t  u s e r - f r i e n d l y  i n t e r f a c e  t h a t  
facilitates t h e  a b i l i t y  t o  use  t h e  EODS wi th  a minimun of 
t z a i n i n g  and/or unders tanding o f  t h e  t o t a l  systcm; 

Data management t o o l s  t h a t  w i l l  a l l ow r e s e a r c h e r s  
t o  r a p i d l y  review and select r e l e v a n t  s c i e n c e  d a t a  sets 
from a v a r i e t y  o f  geograph ica l ly  d i s p e r s e d  a r c h i v e  s i t e s ;  

Sys t ema t i c  ar -h iv ing and maintenance o f  space ,  
ground,  a n c i l l a r y ,  and c o r r e l a t i v e  d a t a  under NASA 
c o n t r o l ;  

A c ~ ~ s s  t o  d i r e c t o r i e s  and c a t a l o g s  of r e l e v a n t  
non-NASA d a t a ,  e.g., d a t a  from o p e r a t i o n a l  s a t e l l i t e s ;  

~ e c h a n i s m s  t h a t  facilitate r a p i d  a c c e s s  t o  
a rch ived  d a t a  necessa ry  t o  conduct E a r t n  o b s e r v a t i o n  
r e sea rch ;  

P r o v i s i o n  of t h e  h i s t o r y  of o r i g i n ,  c a l i b r a t i o n  
information, q u a l i t y  assessment ,  and p rocess ing  t h a t  h a s  
occurred  f o r  a l l  d a t a ;  



The ability to have data registered, calibrated, 
projected, and otherwise modified as a service with 
minim61 mientist interaction; 

The capability to modify, correct, or change data 
into a format compatible with that employed by the 
acienti8t user of the EODS; 

The ability to transfer scientific and technical 
data w n g  user nodes of the system rapidly and routinely; 

Acccsa to remote computers and peripherals for 
scientific analysis; and, 

The ability to access software tools that may be 
resident on a variety of hardware running under different 
operating systems from other nodes in support of 
scientific research that would then be accomplished in a 
local computing environment. 

Suczessf ul implementatioi~ of an EBDS with these char- 
acteristics can significantly enhance our ability to 
accomplish Earth observation research. As currently 
envisioned, BODS would be an information system with a 
distributed architecture, intelligent attributes, and 
value-added services. In concept, EQDS would support the 
most technically demanding computer operations with 
minimal user knowledge of, or experience on, the sys:em. 
X major goal of the system would be to reduce the 
i~formation processing burden on scientists without 
compromising their ability to cocduct scientific 
investigations. W D S  would, in fact, be a logical follow 
on to the Pilot Land Data System. 

6.D. SUMMARY OF TRENDS AND GUIDELINES FOR E'UTURE SPACE 
SCIENCE DATA MANAGEMENT UNITS 

Based on the data volumes, rctes of growth, probable 
uses of data, and the trends in 'SDMUs that we deem to be 
reasonable, we can envision a s. of generic functions 
and responsibilities that should oe assigned to various 
types of SSDMUS. We recommend that the appropriate way 
to meet the computation and data tnanaqemerit challenges in 
tne 1980s and 1990s is by carefully defining the functions 
of data centers, repositories, and active data bases, and 
linking them together with an appropriate information 
network. Figure 6.1 is meant to give a general descrip- 
tion of the uifferent functions and responsibilities and 
interrelationships for SSDMU aggregates that meet user 
requirements in reasonable ways. The figure is not meant 
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FIGURE 6.1  F u n c t i o n a l  overview of a d i s t r i b u t e d  
in fo rma t ion  sys tem f o r  t h e  s p a c e  s c i e n c e s .  A c t i v e  d a t a  
base  s i tes a r e  shown a s  example c o n f i g u r a t i o n s  o n l y  a s  
a r e  major SSDMUs. Key t o  t h e  s u c c e s s  is a communications 
sys tem t h a t  is t r a n s p a r e n t  t o  a sciec-e use r .  Management 
and c o n t r o l  w i l l  a l s o  b e  major i s s u e s .  

to  show e l e c t r o n i c  or communication pathways, a l t h o u g h  
t h e s e  obv ious ly  r e l a t e  t o  t h e  f u n c t i o n a l  map. The  f i g u r e  
is  s i m i l a r  i n  concep t  t o  t h e  f u n c t i o n s  d e s c r i b e d  i n  t h e  
d a t a  a n a l y s i s  network f o r  s o l a r  and space  p h y s i c s  a s  
o u t l i n e d  i n  t h e  NRC (1984) r e p o r t .  The l e v e l s  r e p r e s e n t  
d i f f e r e n t  d e g r e e s  o f  r e s p o n s i b i l i t y  and g e n e r a l i z a t i o n ,  
permanence, and s i z e .  The f i g u r e ,  t o g e t h e r  w i t h  t h e  
d i s c u s s i o n  below, is meant t o  p r o v i d e  g u i d e l i n e s  f o r  
implementat ion of f u t u r e  SSDMUs t o  n e e t  t h e  s i g n i f i c a n t  
computa t ion  and d a t a  management c h a l l e n g z s  of  t h e  1980s 
and 1990s.  

6.D.1. Data  C e n t e r s  

A connected  s e t  of  d a t a  c e n t e r s ,  a c t i v e  d a t a  base  
sites, and d a t a  r e p o s i t o r i e s ,  i n  t h e  agg rega t e ,  form a 
computa t ion  and d a t a  management system. I n  t h e  s e c t i o n s  



that follow we offer ruggertionr a8 to rerponribilities 
within the syrtem in the spirit of providing a *road-map" 
to ba ured in planning, implementing, and operating the 
di8tribut.d col~putation and data management system for 
the space 8cience8. The primary management rerponsi- 
bility should lie in the data centers, which could be 
structured around major discipline subaets of NASA space 
science activity, e.g., planetary science or astronomical 
science. These data canters should have a high degree of 
permanence of leadership and funding and thus should 
reside at NASA centers (e.g., NSSDC), JPL, or major 
institutes, such as the Space Telescope Institute. These 
data centers should also take a leadership role in terms 
of arranging for access to other, non-NASA data sets. 
This access will be crucial, for example, for the Earth 
Observing Data System discussed in the previous section. 

These long-lived sites should have the overall respon- 
sibility for the system. They should recexve policy 
guidance from an advisory group composed of representa- 
tives of the user community. The management should 
report to an executive committee that includes the user 
community, including active data base representatives, 
and an appropriate NASA headquarters representative who 
would provide coordination across major discipline 
areas. A member of this executive committee should 
represclt the system on a NASA standing ,data management 
advisory group (see Chapter 7). 

The data centers could be responsible for the 
following : 

1. Directories of catalogs. Standards for data 
catalogs. In addition it should maintain a high-level, 
loordetail catalcg of other relevant systems. 

2. All the relevant data sets. 
3. Negotiating with the flight projects from the 

inception of a project for the design of data 
repositories and transfer of data sets to the archival 
SSDMU . 

4.  Setting the standards and qualifying new data sets 
from PIS and other sources that represent new 
acquisitions to the data base. These could include 
nonspace data and catalogs. 

5 .  Determining and negotiating data transfers with 
non-NASA governmental, private, and foreign institutes in 
its major discipline area. In addition, tney should 
determine the usage level and fee structure for such 



non-NASA usage, keeping in mind that the primary purpose 
of the SDMU is to serve the comunity of NASA PIS. 

6. Establishing the suitable level of free access to 
catalogs and data for the broad NASA and non-NASA 
community of individual national and international 
scientists. The level of such usage might be different 
for different groups of users. For example, message and 
bulletin board service might be limited to NASA PIS. 

7. Serving the needs of the NASA Public Information 
Office, through which the general public has access to 
the catalogs, data bases, and data products. 

8. Developing nnd managing an information network 
that provides remote access, with the necessary 
bandwidth, to directories, catalogs, browse files, data, 
and special purpose facilities such as the major NASA 
parallel processing computers, and selected mission 
repositories and active data base sites. 

9. Providing electronic message and bulletin board 
service to its user community. 

10. Preparing an annual budget to carry out these 
responsibilities. This budget would not include 
facilities, hardware, line-charge, and other direct 
support for PIS. Cost for PIS and the utilization of the 
SSDMUs beyond the free access level would be determined 
by the established procedures for proposals. Appropriate 
units of usage, (e.g., CPU time, file space, hard copy 
delivery) will be established for use in proposals. 

6 . ~ . 2 .  Active Data Base Sites 

Active data base sites should be SSDMUs where 
researchers are actively utilizing a subset of data from 
a repository or an archive. The sites should be 
contracted for fixed periods of time for active data base 
locations so that the number of sites does not 
necessarily increase with time. 

6.D.3. Philosophy of Operation of the Distributed 
Information System 

The data centers and active data base sites, together 
with the links to flight missions (e.g., repositories) 
and to specialized KASA computations facilities, form a 
high-bandwidth systomnet, at least intellectually, and 
eventually, also electronically. Each site should have 



h o s t  computers  o f  a sixe a p p r o p r i a t e  to t h e i r  needr,  which 
i n c l u d e  p rov id ing  d i r e c t o r i e s  f o r  NASA and a u t h o r i z e d  
non-NAgA u s e r s  i n  any d i s c i p l i n e  a r e a  and g u e r t  account18 
f o r  non-NASA no-charge u a e r s  . 

The sys tem should  p rov ide  a c c e r s  f o r  u s e r s  by (1) U . S .  
mai l ,  (2)  t e l ephone  l i n e s ,  (3) commercial n e t s ,  and,  by  
s p e c i a l  arrangments,  (4 )  high-speed l i n e s  as a p p r o p r i a t e .  
The communication costs and any e p e c i a l  hardware costs 
shou ld  be  borne  by t h e  u s e r s .  S i n c e  it w i l l  be p o s s i b l e  
f o r  u s e r s  to e n t e r  t h e  sys tem n e t  from t h e  g e o g r a p h i c a l l y  
d i s p e r s e d  sites, t h e  i n d i v i d u a l  PI communications costs 
should  be minimized. 

A g e n e r a l  model f o r  o u r  d i s t r i b u t i o n  in fo rma t ion  
system approach is t h a t  f u n c t i o n s  shou ld  be pushed to t h e  
d e e p e s t  l e v e l  (i.e.,  t h e  most s p e c i a l i z e d  s u b s e t  o f  a 
d i s c i p l i n e )  so t h a t  t h e  n e t s  a r e  most respons ive  t o  
i n d i v i d u a l  s c i e n c e  needs. A t  t h e  same time, s i n c e  t h e  
t r e n d  i n  some a r e a s  o f  s p a c e  s c i e n c e  is toward mul t i -  
d i s c i p l i n a r y  s t u d i e s ,  depending on t h e  i n t e r a c t i o n s  of 
s c i e n t i s t s  from more t h a n  one  d i s c i p l i n e  or s u b d i s c i p l i n e ,  
g e n e r a l  p l i c ies  and s t a n d a r d s  must be set  by t h e  d a t a  
c e n t e r s ,  w i th  t h e  guidance  o f  t h e  s c i e n c e  d a t a  a d v i s o r y  
groups ,  so t h a t  t h e  sys tem u n i t s  c a n  f u n c t i o n  a s  a n  
i n t e g r a t e d  whole. 

The fundinq and management o f  t h e  d a t a  c e n t e r s  and t h e  
in fo rma t ion  network shou ld  be s e p a r a t e  from miss ions  o r  
Sc ience  program o f f i c e s  s i n c e  t h e s e  f a c i l i t i e s  t r anscend  
any g iven  miss ion  or program. A s i g n i f i c a n t  p a r t  o f  t h e  
budget should  be f o r  o v e r a l l  o p e r a t i o n s ,  a c q u i s i t i o n  of 
informat ion  network g e n e r a l  purpose  hardware, t h e  develop- 
ment and maintenance o f  s y s t e m l e v e l  so f tware ,  and 
a p p l i c a t i o n  t o o l s .  Much o f  t h i s  t o o l  development migh t  
b e  d e l e g a t e d  t o  s p e c i f i c  d i s c i p l i n e  o r  s u b d i s c i p l i n e  
u n i t s .  The n e t  should  p rov ide  stat.=-of-the-art d a t a  base 
management sys tems and in fo rma t ion  p rocess ing ,  but it is 
n o t  its purpose  to do  r e s e a r c h  i n  t h e s e  a r e a s .  

While it is n o t  t h e  r e s p o n s i b i l i t y  o f  t h e  inforz iz t ion  
network t o  d e s i g n  o r  manage f l i g h t  d a t a  systems,  such  
d e s i g n  and management should  be coord ina ted  w i t h i n  t h e  
system from t h e  concep t ion  t o  t h e  comple t ion  of t h e  
f l i g h t  p r o j e c t .  Then, t h e  p rope r  connec t ions  between 
a c t i v e  d a t a  bases ,  r e p o s i t o r i e s ,  and a r c h i v e s  would b e  
more probable .  I n  f a c t ,  t h i s  approach e n s u r e s  t h a t  t h e  
d a t a  c e n t e r s  a r e  l e a d e r s  i n  t h e  a r e a s  o f  computation and  
d a t a  management, r a t h e r  t h a n  being t h e  l a s t  p l a c e s  t h a t  
d a t a  a r e  p laced.  T h i s  approach should  r e s u l t  i n  more 
c o o r d i n a t i o n  among v a r i o u s  a s p e c t s  o f  t h e  " d a t a  chain"  
and r e s u l t  i n  placement o f  h ighe r  q u a l i t y  d a t a  i n  t h e  
c e n t e r s .  



7 .  NASA ROLES IN COMPUTATION AND DATA MANAGEMENT 

7. A. INTRODUCTION 

Implementing the management and technology recommenda- 
tions generated in this document should put the space 
science community in a better position to meet the data 
management and computation challenges posed by existing 
and future data sets. However, it is not clear to us 
tnat either NASA or the space science coxrunity is 
currently postured in such a way to efficiently implement 
geographically distributed information systems involving 
data centers, repositories, and active data base sites. 
Thus we list the following broad "calls to action' in the 
spirit of moving to meet the challenges posed by space 
science data and associated science objectives. 

7.B. NASA ROLES IN COMPUTATION AND DATA MANAGEMENT 

NASA has a fundamental role in planning and managing 
the space science and applications research programs on a 
broad, long-term, disciplinary and interdisciplinary 
basis. The individual flight missions are not sufficient 
to achieve the goals outlined in this report. NASA has 
the obligation to ensure that space science Zata are 
collected, safeguarded, and made accessible, and that 
appropriate uses are made of those dat.a. These uses 
include both the immediate investigations arising from 
specific missions, and the broader, longer term u s ~ s  that 
result in the development of a cohesive understanding of 
the state of our universe and the physical processes 
involved. 



I .B .P .  Rationale 

The data produced as a result of the nation's space 
missions reprerent a valuable and often unique resourcer 
and the axpenditurem of human and fiscal resources to 
acquire them are large. The analysis of these data is a 
complex and lengthy process, also requiring the comitment 
of major resources if the full benefits of the programs 
are to be achieved. Many of the uses of the data cannot 
be foreseen in advance. Frequently, new ideas f o ~  uses 
of the data emerge long after the data are acquired, as a 
result of the continuously evolving understanding of the 
physical processes under study. This process is both 
multidisciplinary and interdisciplinary In nature and 
involves the use of data from multiple sources, acquired 
over an extended period of time. Even though some of the 
acquired data may never be fully utilized, it is often 
not possible to decide in advance which data will be of 
critical value in gaining future new scientific under- 
standing. NASA has a responsibility for the overall 
program success, including not only the mission flight 
phase, but also this long-term creative research process. 

7.B.2. Recommendations For Improvement 

1. NASA should estatlish a budget that will provide 
balanced support, not only for the instrument develop- 
ment, flight support, and immediate post-launch data 
handling, but also for the information processing, 
exchange, analysis, archiving, and other related 
activities required for the longer term purposeful 
extraction of the important research information 
content. Experience indicates that the information 
extraction resources, including data centers, 
repositaries, and active data bases, will need to be 
generally commensurate with those invested in the 
instrument preparation and flight support. 

2. In its planning, NASA should provide for the 
maintenrnce of research, both within NASA and in the 
universities, which will provide for the continuity of 
support and stability required to assure the long-term 
viability of the research programs, including the 
training of the future space scientists. This requires 
facilities and funding to provide access to the space 
science data with SSDMUs and for data processing and 
analysis. 



3. As noted in Chapter 5,  NASA should develop and 
implement specific plans for establishing the technical 
capabilities required for the efficient and effective 
maintenance and use of the space science data. The 
selection of technical approaches should be a matter for 
active collaboration by the space science comunjty and 
information system professionals, to assure that the 
systems are appropriate and adequate for the task, but 
not beyond the needs. 

7.C. THE NEED FOR NASA W E R S H I P  

NASA should exercise strong management leadership in 
establishing a disciplinary and interdisciplinary 
approach to space science research that balances the 
resources among the various components of the activity, 
with the objective of achieving the greatest return from 
its investment in the space sciences. 

7.C.1. Rationale 

Our previous CODMAC document states that NASA's 
approach to space sciexe data management in the past has 
been less than fully successful. It is essential that 
this important area receive more management attention 
than is currently devoted, particularly in view of the 
rapidly growing data volumes, the complex user needs, and 
advances in relevant technology. 

7 .C. 2. Recommendations 

1. There should be an explicit, clearly understood 
assignment within NASA of responsibilities for computation 
and data management functions to specific offices and 
individuals. Since the overall responsibility for the 
effectiveness and productivity of the science and 
applications programs rests with the Associate 
Administrator for Space Science and Applications, that 
individual should take the lead in ensuring that the 
various functions arz clearly defined, and that 
responsibilities are unambiguously assigned as necessary 
to accomplish the tasks. Responsibilities shared with or 
carried by the other associate administrators should be 
explicitly agreed upon and formalized. 



2.  The Information Systems Office of the OSSA should 
have responsibility for activities that bear on the 
effectivenetrs of use of space science data. These 
activities should include the development or acquisition 
of hardware and software systems; archival, repository, 
and active data base activities; development of 
standards; and budgeting and resource control processes 
as they pertain to computation and data management. That 
office should manage the data centers and the information 
networks that connect data centers, repositories, and 
active data bases. To do these tasks requires an 
increase in both staff and funding within the ISO. 

3. NASA should reemphasize the individual responsi- 
bilities of its principal investigators, team leaders, 
and program and project managers and scientists for their 
roles in data management, including the depositing of 
appropriately documented research data in the repositories 
and data centers. NASA should establish new requirements 
for the immediate notification of the central data 
directory of the existence of new data sets resulting 
from the analysis process. When combined with data 
centers that are actively involved in the distributed 
information system involving the centers, repositories, 
and active data bases, the result should be retention of 
higher quality, better documented data for use by the 
broad space science community. 

4 .  NASA should establish requirements for projects to 
plan for early and adequate funding for the data analysis 
and archiving functions, including data system, algorithm, 
software, and hardware development, and should follow up 
to assure that those requirements are met. It should 
establish mechanisms (such as associate administrator 
approval and NASA Advisory C unittee oversight, for 
example) to assist in improved protection of funds 
allocated for prelaunch development of mission data 
processing systems, postlaunch data analysis, the 
archiving of data and related information, and the 
development of general-purpose sr discipline-oriented 
information systems, against reprogramming as a result of 
hardware werruns, mission stretch-outs, and other 
similar competing factors. 

7.D. SCIENCE COMMUNITY INVOLVEMXNT 

NASA acd the scientific community need to work 
together to achieve the common goal--to maximize the 
scientific return from space science data. 



I 7.~.1. Rationale 

Since space science data are a valuable national 
resource and are acquired at public expense, it i3 

I important that they be maintained in a manner suitable 

f 
for use by the general scientific community. The data 
management problems described in our previous document 
(NRC, 1982) are due partly to lack of adequate scientilic 

i involvement. NASA has an obligation to properly marrage 
space science data, including providing opportunities for 
participation by the science cormnunity. In turn, the 
science community has the obligation to follow the rules 
and procedures established for managing the data, and the 
willingness to devote the time and energy required to 
assist actively in the process. 

7 . ~ .  2. Recommendat ions 

1. NASA should establish a standing data advisory 
group composed of experienced space scientists (data 
users), as well as experts in the relevant technologies, 
possibly as a subgroup within the NASA Advisory Committee 
structure or as a subgroup to the Space Science and 
Applications Advisory Committee. This group should 
advise the administrator's office on matters of data 
policy, toga,her with computation and data management 
practices. The range of advice should include data 
systems planning, operational and institutional arrange- 
ments, the collection, storage, and distribution of data, 
coordinating activities with other organizations involved 
in the collection or distribution of data, and maintaining 
the appropriate technologies for efficient data manage- 
ment. It is necessary that this advisory group have 
access to the most senior level of agency management in 
order to effectively coordinate the efforts of the diverse 
activities of NASA, including scientific research, 
applications development, systems engineering, tracking 
and communications technology, and computer science. 

2. Scientists must accept responsibility for 
delivering data to the repositories and data centers in a 
documented, useable fcrm and in a timely manner. Although 
this has usually been required by NASA contracts, it has 
not always been done. NASA should be more specific in 
its contractural requirements in this area, allocate 
adequate funds for its accomplishment, and take steps to 
ensure compliance with these provisions. Implementing 



our dlsc.ribution information system approach should help 
i n  t h i s  key problem area. 

7.E. CALL FOR COOPERATION WITH OTHER AGENCIES 

Information about nowNASA data bases, and a mans for 
access t o  those data, should be available t o  NASA 
researchers. In  addition, N A S A ' s  data should be available 
t o  support the research programs of other agenciee. 

7. E. 1. Rat ionale 

NASA is not the only source of data and other r e l ~ v a n t  
supporting information for space research. By f a c i l i -  
ta t ing the exchange of data with other organizations, 
NASA improves its capabil i ty for multidisciplinary 
research and improves the a b i l i t l  of the other 
organizations t o  carry out thei r  research. 

7.E.2. Recommendations 

1. A s  noted in our report, data center directories 
and catslogs for space science data should include 
references t o  related data from other agencies, such z; 
NQAA, NSF, USGS, WE, DOD, etc.  

2. Agencies should coordinate data archive holdings 
and make data accessible to  each other. 

3. Agmcies should develop coherent cost  policies. 
A t  present, some agencies attempt t o  recover some 
portions of thei r  cos ts  for supplying such data, while 
others allow t ree  acces? t o  the data. 

4 .  Ultimately, agencies should combine thei r  
directories and catalogs into a common system, and 
provide for the smooth exchange or transfer of data and 
other research products. The overall  goal should be t o  
develop a strvcture that  would make the process of 
locating and acquiring data independent of source. 

7. F. RECOGNIT ION OF DISTRIBUTED COMPUTAT1O:I AND DATA 
MANAGEMENT APPROACH 

NASA has the responsibility t o  e n s x e  that  space 
science data are adequately captured, preserved, and made 



accessible, both for the immediate scientific investi--- 
tions related to specific missions, and for loi~ger tern, 
investigations. Innovative approaches must be developed 
to make these longer term investigations possible. As 
discussed in numerous places throughout th!s docume.lt, we 
feel that recognition of the functions of data centers, 
repositori,s, and active data bases, togett~er with 
linkina them th~ough an information network, is a 
necessary first step. Given that recognition, we offer 
the following recommendations: 

1. NASA should make adequate provisions for placing 
space science and related supporting data into suitable, 
controlled data centers for It. ,;-term retention. All 
original information shcula be retained .nitially u~til 
the value of the data can be asc--tained. Datz at 
various levels of reduction, combinatic-, and andlysis 
should also be retained in those cases where such data 
sets may have a general utility. A key a?pect is to 
explore the future role of the National Space Science 
Data Center (NSSDC) as a :ata center arid a leader of the 
information system. Should it be a universal data cencc - 
for space science data, er shodld there be a series of 
discrpline-oriented arctival facilities? Each mode 
offers certain advantages. In the former case, NSSJC 
rould exert strong leadership over the whole space 
science compdtation and data management arma, while in 
the second case, the archives wodld presumably be closer 
to the science community. The particular mode of imple- 
mentation needs to be explored in some depih, includinq 
weighing both costs and scientific benefits assoclatei 
with different options. As a first step, we recomvnd 
that NSSDC develop and maintain space science directories 
and catalogs, that they be involved in information 
network implementatim, and that they m,aintain solar and 
space physics data. 

2. In general, active data bases should be established 
with, or in close association with, active space scisnce 
resear~h groups. These arrangements should be designed 
to benefit the researcher: by their close association 
wlth the holdings. The researcher's direc: involvement 
will a~sist in beeping the data dycamic. 

3. Having determined data availability by use of the 
directory and catalogs, it. sho:~ld be possible for users 
LO obtain their data from the systems a? a time scale and 
in a form that is reasonably compatible with the nature 
of the data, available tecllnoloqie:, ana the user's needs. 



4. Provisions should be made for retaining some 
portion of the data for an indefinitely long period at 
data centers. Such provisions should include the copying 
of data when necessbry to preserve them, or when new 
media offer technical or economic advantages. 

5. Acquisition, review, an2 elimination of data from 
the data center should be by an explicit, formal process 
involving participation by the scientists best qualified 
to judge the future value of the data. 

6. NASA should seek congre~oional authorization to 
retain funds collected through data sales. This should 
serve as an added incentive to establish a sound charging 
policy. 
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